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## 1 Introduction

This thesis attempts to contribute to the research on stability spaces of a given derived category. The derived category to be investigated is that of holomorphic triples on an elliptic curve.

Bridgeland introduced stability conditions on triangulated categories in [18], formalising ideas from physics by Douglas (see [25] and [26]). As main result of [18], Bridgeland asserted that the set of stability conditions has the structure of a complex manifold, usually referred to as a stability space. These have several applications in algebraic geometry. They serve for example as an important invariant of and are therefore essential for the understanding of derived categories. There are - moreover - applications in birational geometry as well ([35], [6]).

Describing stability spaces of a certain derived category is generally not an easy endeavour and hence not many examples of derived categories are known where the entire stability space has been computed. Bridgeland gave a complete description of the stability manifold of non-singular projective curves of genus one that was subsequently generalised by Burban and Kreussler to singular irreducible projective curves of genus one in [20]. On the other hand, Macrí generalised the smooth case to higher genus in [45] while Okada found the stability manifold for $\mathbb{P}^{1}$ in [53]. In general, not as much is known and one has to settle for less comprehensive results such as the computation of a connected component as it was done in [51], [17], 61], 8] and in [7. In other cases, the results are even weaker, such as whether the stability space is non-empty or stability conditions are simply used in other applications (for example in birational geometry) without even the attempt to compute the stability space.

However, assuming $C$ to be a complex projective non-singular curve of genus 1, we will provide a complete description of the stability space of the bounded derived category of the (abelian) category of holomorphic triples, sometimes denoted $\mathcal{D}^{b}(\mathcal{T} \operatorname{Coh}(C))$. The concept of a holomorphic triple was introduced by Bradlow and García-Prada in [14] and [15]. A holomorphic triple consists of coherent sheaves $E_{1}, E_{2}$ on $C$ and a morphism $\varphi: E_{1} \rightarrow$ $E_{2}$. We will subsequently discuss what of these results can be generalised to holomorphic chains and also investigate related questions that aim at understanding the category $\mathcal{D}^{b}(\mathcal{T} \operatorname{Coh}(C))$ better.

As far as the organisation of this thesis is concerned, we will proceed as follows. Section 2 will present the underlying basic notation and briefly discuss the categories involved. Subsequently, an introduction to the theory of stability spaces will be provided.

In section3, we will discuss a technique which we call CP-gluing, that was
introduced by Collins and Polishchuk in [21] and that uses semiorthogonal decompositions to generate the hearts of t-structures - as a key-ingredient of a stability condition - on the generalised version of the derived category of holomorphic triples from those of the derived category of the underlying abelian category. This technique is in a very basic way quite broadly applicable and we obtain some preliminarily results (theorems 3.2.34 and 3.2.39) without imposing any restrictions on the abelian category that we start with.

In section 4, we impose the extra condition on the abelian category we are starting with, that its derived category should have a Serre functor and for extensive parts even that it should be equal to the (abelian) category of coherent sheaves on an elliptic curve - meaning the genus of the curve should be 1 . The condition of the existence of a Serre functor immediately unlocks a variety of new possibilities since it provides us with new functors and therefore with more semiorthogonal decompositions than in the more basic situation of section 3. Additionally it is now possible to apply an (older) technique from which CP-gluing derives and that is known as recollement. This technique which was introduced by Beilinson, Bernstein and Deligne in [10] allows one to compute more t -structures than the CP-gluing technique provided that one has enough functors available. Hence, we will apply recollement to our situation, however, will obtain the following important theorem, clarifying the situation between CP-gluing and recollement in the situation we are in (theorem 4.4.6).

Theorem 1 (Jealousy Lemma). If $H_{i, \alpha, \beta}$ for $i \in\{1,2,3\}$ is the heart of a $t$ structure as in definition 4.4.1 that is not obtained by CP-gluing via either of the three semiorthogonal decompositions $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle,\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ or $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ then there is no stability condition with heart $H_{i, \alpha, \beta}$.

We then continue by developing the theory of the stability space and have the following - crucial - theorem that provides the first characterisation on the stability space as a whole (theorem 4.5.29).

Theorem 2. Assume that $\mathcal{D}$ is the derived category of $\operatorname{Coh}(C)$, where $C$ is an elliptic curve, then

$$
\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=\Theta_{12} \cup \Theta_{31} \cup \Theta_{23}
$$

with $\Theta_{i j}$ like in definition 4.5.27.
Note that $\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ are stability conditions that do not necessarily fulfil a condition added later which is that they need to satisfy what is called the support property - however, we obtain the analogous result as a direct implication anyway (corollary 4.5.30).

Corollary 3. Let $\Theta_{i j}^{\prime}$ be like $\Theta_{i j}$ where now we assume $\sigma \in \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ instead of pre $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$, then we have

$$
\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=\Theta_{12}^{\prime} \cup \Theta_{31}^{\prime} \cup \Theta_{23}^{\prime}
$$

Prior to continuing with our investigation of the stability space we are now also able to provide a description of the Serre functor on the level of objects (theorem 4.6.4). We conjecture that the derived category of holomorphic triples is fractional Calabi-Yau with the fraction in question being $\frac{3}{4}$.

After this, we introduce another technique named tilting (see [1] for details) and use it to complete the picture of the stability space from a constructive point of view. We have the following (theorem 4.8.36).

Theorem 4. Let $\mathcal{A}=\operatorname{Coh}(C)$. We have

$$
\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=\Theta_{1} \cup \Theta_{2} \cup \Theta_{3} \cup \Gamma
$$

where $\Theta_{i}$ are stability conditions that are up to the $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$-action (lemma 2.5.50 and definition 2.5.47) obtained by CP-gluing and $\Gamma$ stability conditions that are up to the $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$-action obtained by tilting (see definition 4.8.20).

Finally, we investigate the support property mentioned above by distinguishing between different cases of possible discriminants of matrices given as part of the data of a stability condition, which gives $\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=$ $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ (theorem 4.9.37). We are then able to investigate the topology of $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ and to provide a description given by the main theorem (4.10.31) on $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$.

Theorem 5. The space of stability conditions of the derived category of holomorphic triples on an elliptic curve is a connected, four dimensional complex manifold.

Both sections 3 and 4 are joint work with Eva Martínez and Alejandra Rincón. The results in it appear in [49.

As part of the investigation of the stability space - that is after all first and foremost a tool to understand its associated derived category better - certain questions have come up which are worth considering in order to achieve a better understanding of the derived category of holomorphic triples and that will be dealt with in section 5. The investigation of recollement in section 4 provides the question of the shape of a $t$-structure that is obtained by recollement and that usually looks a lot more complicated then one obtained by CP-gluing, be it part of a stability condition or not. Since this is a rather constructive approach we will provide a manifold of examples to
illustrate our findings (theorems 5.1.18 and 5.1.23). Section 5 additionally investigates certain connecting-homomorphisms which are a key-feature for the understanding of the derived category of holomorphic triples. We have the following (theorem 5.2.8).

Theorem 6. Let $X=(A \xrightarrow{\varphi} B)$. The connecting morphism $\xrightarrow{+}$ of the exact triangle

$$
i_{2}\left(\rho_{2}(X)\right) \rightarrow X \rightarrow i_{1}\left(\lambda_{1}(X)\right) \xrightarrow{+}
$$

is - up to isomorphisms - given by the chain-complex homomorphism $\varphi$ via the roof


Finally we conclude section 5 and therefore our investigation of the derived category of holomorphic triples by altering our perspective to a situation where we have an exceptional collection available - which allows us to apply theory by Macrí developed in [45] to obtain results on the stability space. The most obvious example one would have in mind in this regard is that of coherent sheaves on $\mathbb{P}^{N}$. As well as the more general proposition 5.3.11, we obtain the following result (corollary 5.3.13).

Corollary 7. There is an open, connected and also simply connected $N$ dimensional submanifold $\Theta_{\mathcal{E}} \subset \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{b}\left(\left(\mathbb{P}^{N}\right)^{\uparrow}\right)\right)$.

Section 6 is dedicated to the generalisation of findings from section 4 on the stability space of the derived category of holomorphic triples. We generalise to holomorphic chains of length two initially and subsequently of length $n$. For the case of $n=2$, we will provide the basic data involved by giving a description of the semiorthogonal decompositions that generalise those of the $n=1$ case and also describe the resulting recollement data. We will demonstrate that stability conditions exist in this case (proposition 6.1.24). After providing a generalisation of the Jealousy Lemma (6.2.5), we will give a short description of what the basic data should look like in the
case of a holomorphic chain of length $n$. In this case we too will demonstrate how to obtain a stability condition (proposition 6.3.7).

Section 4 is heavily based on the availability of a Serre functor on the derived category of holomorphic triples and its existence is provided by the fact that the derived category of coherent sheaves on a smooth projective curve is equipped with one. We achieve this implication from a theorem of Bondal and Kapranov ([12, Proposition 3.8]) who also provide a short proof. Because of the importance of [12, Proposition 3.8] we provide a detailed proof of it in the appendix (section A).

This thesis can be seen as a continuation of [22] on the research-level. Therefore, the reader unfamiliar with the general concepts discussed here is recommended to read [22] in addition to the standard literature.

## 2 Basics: notation and framework

This chapter is deemed to provide a common ground on which the findings that this thesis discusses can be presented. We will therefore provide the crucial notation and framework of stability conditions as it was introduced by Bridgeland in [18.

### 2.1 Notation

This very brief subsection introduces the notation and explains the basic concepts that we will use. We will, throughout this thesis, assume familiarity with triangulated, and in particular with derived categories - we refer to [32] for the definition and for basic properties of triangulated and to 58 for basic properties of derived categories.

Since the motivating examples for our involved categories are those of coherent sheaves over a variety we will start with the following.

Definition 2.1.1. We assume all varieties (hence in particular curves) to be defined over $\mathbb{C}$.

The following assumption is a condition for theorem 2.5.51 to hold.
Definition 2.1.2. A smooth projective curve $C$ will always be assumed to have genus $\geq 1$ throughout this thesis.

Definition 2.1.3. Let $\mathcal{T} \mathcal{R}$ denote an arbitrary triangulated category.
Remark 2.1.4. Note that for $F, E \in \mathcal{T} \mathcal{R}$, one defines

$$
\operatorname{Hom}^{n}(E, F)=\operatorname{Hom}(E, F[n])
$$

Accordingly $\operatorname{Hom}^{<0}(E, F)=\bigoplus_{n<0} \operatorname{Hom}(E, F[n])$ and analogously to that, the sets $\operatorname{Hom}^{>0}(E, F), \operatorname{Hom}^{\leq 0}(E, F)$ and $\operatorname{Hom}^{\geq 0}(E, F)$ are defined.

Definition 2.1.5. Let $\mathcal{B}$ be a subcategory of a category $\mathcal{B}$. We say that " $\mathcal{B}$ " is strictly full if $\mathcal{B}$ is full and closed under isomorphisms.

Definition 2.1.6. We say that a triangulated category $\mathcal{T} \mathcal{R}$ has a semiorthogonal decomposition $\mathcal{T R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right)\right\rangle$, if

- $\mathcal{T R}^{1}$ and $\mathcal{T} \mathcal{R}^{2}$ are triangulated categories and $i_{1}, i_{2}$ strictly full embeddings of $\mathcal{T} \mathcal{R}^{1}, \mathcal{T} \mathcal{R}^{2}$ respectively into $\mathcal{T} \mathcal{R}$ that commute with the shift-functor and send exact triangles to exact triangles,
- we have that $\operatorname{Hom}\left(i_{2}\left(E_{2}\right), i_{1}\left(E_{1}\right)\right)=0$ for every $E_{1} \in \mathcal{T} \mathcal{R}^{1}$ and $E_{2} \in$ $\mathcal{T} \mathcal{R}^{2}$,
- for every $E \in \mathcal{T} \mathcal{R}$ there is an exact triangle

$$
i_{2}\left(E_{2}\right) \rightarrow E \rightarrow i_{1}\left(E_{1}\right) \xrightarrow{+}
$$

with $E_{1} \in \mathcal{T} \mathcal{R}^{1}$ and $E_{2} \in \mathcal{T} \mathcal{R}^{2}$.
Remark 2.1.7. Note that definition 2.1 .6 is often given more generally for $n$ embedded subcategories that generate $\mathcal{T} \mathcal{R}$ by extensions and for which $\operatorname{Hom}\left(i_{o}\left(\mathcal{T R}^{o}\right), i_{p}\left(\mathcal{T R}^{p}\right)\right)=0$ if $1 \leq p<o \leq n$. However we will - for the most part - not require this level of generality.

Definition 2.1.8. Define

1.     - $\lambda_{1}(E)=E_{1}$ for an object $E \in \mathcal{T R}$ and $E_{1}$ the corresponding object of definition 2.1.6,

- $\lambda_{1}(f)=f_{1}$ for a morphism $f \in \mathcal{T} \mathcal{R}$, where $f_{1} \in \mathcal{T} \mathcal{R}^{1}$ is the morphism on $E_{1}$ induced by $f$,

2. $-\rho_{2}(E)=E_{2}$ for an object $E \in \mathcal{T} \mathcal{R}$ and $E_{2}$ the corresponding object of definition 2.1.6,

- $\rho_{2}(f)=f_{2}$ for a morphism $f \in \mathcal{T} \mathcal{R}$, where $f_{2} \in \mathcal{T} \mathcal{R}^{2}$ is the morphism on $E_{2}$ induced by $f$.

Notation 2.1.9. Let $\mathcal{A}$ denote an arbitrary abelian category. In the case that $\mathcal{A}$ has the additional property that its bounded derived category exists, we denote the bounded derived category of $\mathcal{A}$ (usually denoted by $\mathcal{D}^{b}(\mathcal{A})$ ) by $\mathcal{D}$.

Remark 2.1.10. Although familiarity with derived categories will generally assumed throughout this thesis, we include this quick reminder for the purpose of convenience. The derived category of an abelian category $\mathcal{A}$ has (bounded) chain-complexes of objects in $\mathcal{A}$ as objects - for more details on the category $\mathcal{C}(\mathcal{A})$ of (bounded) chain-complexes see for example 62] or [55] (or many other sources). The objects of $\mathcal{C}(\mathcal{A})$ also form the objects of the homotopy category $\mathcal{K}(\mathcal{A})$. The morphisms in $\mathcal{K}(\mathcal{A})$ are those of $\mathcal{C}(\mathcal{A})$ modulo an equivalence relation called homotopy equivalence - again we refer to [62], [55] or other suitable literature for more details. The morphisms of $\mathcal{D}^{b}(\mathcal{A})$ are defined as the localisation of $\mathcal{K}(\mathcal{A})$ with regard to quasi-isomorphisms. These are elements in $\operatorname{mor}(\mathcal{K}(\mathcal{A}))$ that induce isomorphisms on the cohomology objects of the objects. A morphism in $\mathcal{D}^{b}(\mathcal{A})$ hence is usually denoted as a "roof":

where quis denotes a quasi-isomorphism. This, on the other hand, implies that any $(E \xrightarrow{f} F) \in \operatorname{mor}(\mathcal{K}(\mathcal{A}))$ can be considered a morphism in $\mathcal{D}^{b}(\mathcal{A})$, simply by denoting it as $E \stackrel{\risingdotseq}{\leftarrow} \stackrel{f}{\rightarrow} F$, since the identity induces the identity mapping on the cohomology objects, which, in particular, is an isomorphism.

It is now time to define the important concept of the arrow category, which if defined over an abelian category is also abelian. We include a short outline of the proof of this fact as part of the next subsection.

Definition 2.1.11. Let $\mathcal{I}_{n}, n \in \mathbb{N}_{\geq 1}$ be the category given by the graph

$$
\underbrace{\longrightarrow \cdots \cdots}_{n-\text { arrows }}
$$

with $n+1$ dots and $n$ arrows. Define $\mathcal{A}^{n \uparrow}:=\operatorname{Func}\left(\mathcal{I}_{n}, \mathcal{A}\right)$ for an abelian category $\mathcal{A}$.

We will express this concept in a less theoretical language. The following definition coincides with the previous for $n=1$.

Definition 2.1.12. For an abelian category $\mathcal{A}$ denote by $\mathcal{A}^{\uparrow}$ the category for which $\operatorname{obj}\left(\mathcal{A}^{\uparrow}\right)$ is the set of all arrows

$$
A \rightarrow B
$$

between objects $A, B \in \mathcal{A}$. For $(A \xrightarrow{f} B),\left(A^{\prime} \xrightarrow{f^{\prime}} B^{\prime}\right) \in \operatorname{obj}\left(\mathcal{A}^{\uparrow}\right)$ denote by $\operatorname{Hom}\left((A \xrightarrow{f} B),\left(A^{\prime} \xrightarrow{f^{\prime}} B^{\prime}\right)\right)$ the set of all pairs $\left(\phi, \phi^{\prime}\right)$ of arrows such that the diagram

commutes.
The following example is that of "holomorphic triples" introduced by Bradlow and García-Prada (see [14], [15] and [27]). We replace "holomorphic vector bundles" in the original definition by coherent sheaves since however unnecessary at this stage, we want to work with an abelian category in the long run.

Example 2.1.13. Let $C$ be a smooth projective curve and let $\mathcal{A}$ be the category of coherent sheaves on $C$. Then $\mathcal{A}^{\uparrow}$ is called the category of "holomorphic triples" over $C$.

Remark 2.1.14. Note that we could make definition 2.1 .12 for any category, abelian or else - the reason for us not to do so is that we want to use the notation $\mathcal{D}^{\uparrow}$ in a different sense, as expressed by 2.2.4.

Notation 2.1.15. For functors $L, R$ we write

$$
L \dashv R
$$

if $L$ is left adjoint to $R$ (and hence $R$ right adjoint to $L$ ).

### 2.2 First properties of $\mathcal{A}^{\uparrow}$ and $\mathcal{D}^{\uparrow}$

This thesis is based on the theory of "Bridgeland stability", a concept that was introduced by Bridgeland in [18]. The concepts, which Bridgeland establishes in [18] and that will be discussed throughout the thesis will now be introduced throughout this and the following subsections.

The first question that arises from the previous chapter is, if the nice property of being abelian transfers from $\mathcal{A}$ to $\mathcal{A}^{\uparrow}$. This - seen by the following proposition that can already be found in [22, Proposition 5.3.1] - is indeed the case.

Proposition 2.2.1. If $\mathcal{A}$ is abelian, $\mathcal{A}^{\uparrow}$ is also abelian.

Proof. The proof of this is a lengthy yet straightforward exercise in such a way that as a key point of the proof, the existence of all required concepts in $\mathcal{A}^{\uparrow}$ extends from that in $\mathcal{A}$. The requirement of a kernel in $\mathcal{A}^{\uparrow}$ for any morphism $\left(\beta, \beta^{\prime}\right) \in \mathcal{A}^{\uparrow}$ as in 2.1 .12 for example, is met in the obvious way - one simply takes the kernels of $\beta$ and $\beta^{\prime}$ in $\mathcal{A}$ and uses the morphism $\widetilde{f}$, induced by $f$ as the connecting arrow:


To prove this one needs to verify at first that there is an $\tilde{f}$ that does indeed make the upper square commutative. We have $\beta^{\prime} \circ f \circ \operatorname{ker}(\beta)=g \circ \beta \circ \operatorname{ker}(\beta)$ since the lower square in the above diagram is a morphism in $\mathcal{A}^{\uparrow}$ and hence commutes. But $\beta \circ \operatorname{ker}(\beta)=0$ and we obtain $\beta^{\prime} \circ f \circ \operatorname{ker}(\beta)=g \circ \beta \circ \operatorname{ker}(\beta)=$ $g \circ 0=0$, which means - due to the universal property of the kernel (of $\beta^{\prime}$ ) - that there is a unique $\widetilde{f}$ such that $f \circ \operatorname{ker}(\beta)=\operatorname{ker}\left(\beta^{\prime}\right) \circ \widetilde{f}$.

We now have to prove that $\operatorname{ker}(\beta) \xrightarrow{\tilde{f}} \operatorname{ker}\left(\beta^{\prime}\right)$ fulfils the universal property by which kernels in abelian categories are defined. Assume that for a morphism $\left(\alpha, \alpha^{\prime}\right) \in \mathcal{A}^{\uparrow}$,

we have that the composition

equals to the zero-morphism in $\mathcal{A}^{\uparrow}$. Since $\mathcal{A}$ is abelian, we obtain unique morphisms $i$ and $i^{\prime}$ such that the diagram

commutes. We hence need to show that the diagram

commutes, in order to prove that it defines a morphism from the object $A \xrightarrow{e} A^{\prime}$ to the object $\mathrm{K}(\beta) \xrightarrow{\widetilde{f}} \mathrm{~K}\left(\beta^{\prime}\right)$ (Note that the uniqueness of this morphism is due to the uniqueness of the morphisms $i$ and $i^{\prime}$ in $\mathcal{A}$ ). We
observe that $\beta^{\prime} \circ f \circ \operatorname{ker}(\beta) \circ i=g \circ \beta \circ \operatorname{ker}(\beta) \circ i=g \circ 0 \circ i=0$ which, by the universal property of a kernel in the (abelian) category $\mathcal{A}$, implies that there is a unique morphism $m$ from $A$ to $\operatorname{ker}\left(\beta^{\prime}\right)$ such that $f \circ \operatorname{ker}(\beta) \circ i=\operatorname{ker}\left(\beta^{\prime}\right) \circ m$. We have - on the other hand - that $\operatorname{ker}\left(\beta^{\prime}\right) \circ i^{\prime} \circ e=\alpha^{\prime} \circ e=f \circ \alpha=f \circ \operatorname{ker}(\beta) \circ i$ which implies $m=i^{\prime} \circ e$ and hence we obtain that the diagram

commutes, which finishes our proof. Similarly one extends the other parts of the definition from $\mathcal{A}$ to $\mathcal{A}^{\uparrow}$ in order to prove that the latter is indeed an abelian category - the cokernel of $\left(\beta, \beta^{\prime}\right)$ in

for instance is - in analogy to the concept of the kernel - given by the arrow $\mathrm{C}(\beta) \xrightarrow{\widetilde{g}} \mathrm{C}\left(\beta^{\prime}\right)$, completing the previous diagram to


Before we continue with the - particularly important - implication of the previous, we will take the opportunity to introduce another nice property that $\mathcal{A}^{\uparrow}$ inherits from $\mathcal{A}$.

Lemma 2.2.2. If $\mathcal{A}$ is noetherian then so is $\mathcal{A}^{\uparrow}$.
Proof. Assume $\mathcal{A}$ noetherian and consider a chain

of embeddings $\left(i_{x}, j_{x}\right), x \in \mathbb{Z}$ in $\mathcal{A}^{\uparrow}$. Then both

$$
A_{1} \xrightarrow{i_{1}} A_{2} \stackrel{i_{1}}{\longrightarrow} \ldots \text { and } B_{1} \stackrel{j_{1}}{\longrightarrow} B_{2} \xrightarrow{j_{2}} \ldots
$$

are chains of embeddings in $\mathcal{A}$ and - therefore - become stationary after finite numbers of steps. Denote these by $n, m$ respectively. Let $d=\max \{n, m\}$, then (2.1) becomes stationary after $d$ steps, which finishes the proof.

We now continue with the implication that proposition 2.2 .1 provides.
Corollary 2.2.3. The category $\mathcal{D}^{b}\left(\mathcal{A}^{\uparrow}\right)$ exists.
Proof. We work with the - common - notion of a derived category being obtained from an abelian category. Since the derived category can be defined for any given abelian category, proposition 2.2 .1 does indeed guarantee that $\mathcal{D}^{b}\left(\mathcal{A}^{\uparrow}\right)$ is a derived category. Note that it is possible to define a derived category also when relaxing certain conditions on $\mathcal{A}$.

Notation 2.2.4. Let $\mathcal{D}^{\uparrow}=\mathcal{D}^{b}\left(\mathcal{A}^{\uparrow}\right)$.
The important difference of the previous definition to 2.1.12 is that $\mathcal{D}^{\uparrow} \neq$ $\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$. Here, $\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$ is defined in analogy to definition 2.1.12 for a derived category.
Remark 2.2.5. Note that by 2.1 .9 we require $\mathcal{A}^{\uparrow}$ to be abelian in order for 2.2.4 to make sense - this is guaranteed by corollary 2.2.3.

The following definition will naturally integrate itself into language that will be introduced later.

Definition 2.2.6. For $(X \rightarrow Y) \in \operatorname{obj}\left(\mathcal{C}\left(\mathcal{A}^{\uparrow}\right)\right)$ and $(f, g) \in \operatorname{mor}\left(\mathcal{C}\left(\mathcal{A}^{\uparrow}\right)\right)$, define functors $\lambda_{1}^{\mathcal{C}(\mathcal{A})}$ and $\rho_{2}^{\mathcal{C}(\mathcal{A})}$ by

$$
\begin{array}{r}
\lambda_{1}^{\mathcal{C}(\mathcal{A})}(X \rightarrow Y)=X \\
\lambda_{1}^{\mathcal{C}(\mathcal{A})}(f, g)=f
\end{array}
$$

and

$$
\begin{aligned}
\rho_{2}^{\mathcal{C}(\mathcal{A})}(X \rightarrow Y) & =Y \\
\rho_{2}^{\mathcal{C}(\mathcal{A})}(f, g) & =g .
\end{aligned}
$$

Corollary 2.2.7. Let $(X \rightarrow Y) \in \mathcal{C}\left(\mathcal{A}^{\uparrow}\right)$ then $(X \rightarrow Y)$ is an exact complex if and only if $\lambda_{1}^{\mathcal{C}(\mathcal{A})}(X \rightarrow Y)$ and $\rho_{2}^{\mathcal{C}(\mathcal{A})}(X \rightarrow Y)$ are exact complexes.

Proof. Since exactness depends on taking kernels and images and, as seen in the proof of proposition 2.2.1, both operations commute with $\lambda_{1}^{\mathcal{C}(\mathcal{A})}$ and $\rho_{2}^{\mathcal{C}(\mathcal{A})}$, the proof is finished.

Corollary 2.2.8. Let $A \xrightarrow{f} B \in \mathcal{D}^{\uparrow}$ and $H_{\mathcal{D} \uparrow}^{n}(A \xrightarrow{f} B) \in \mathcal{A}^{\uparrow}$ be the cohomology object of $A \xrightarrow{f} B$ at position $n$. Let $H_{\mathcal{D}}^{n}(A)$ denote the cohomology object of $A \in \mathcal{D}$ and $H_{\mathcal{D}}^{n}(f)$ be the morphism on the cohomology object at position $n$ induced by $f$. Then

$$
H_{\mathcal{D} \uparrow}^{n}(A \xrightarrow{f} B)=H_{\mathcal{D}}^{n}(A) \xrightarrow{H_{\mathcal{D}}^{n}(f)} H_{\mathcal{D}}^{n}(B) .
$$

Proof. This is an implication of the proof of proposition 2.2.1. Since kernels (and similarly images) are being taken componentwise, so is cohomology.

One might - somewhat intuitively assume - that the category $\mathcal{D}^{\uparrow}$ should be naturally related to the category $\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$. The following shows that there is no reason to assume equivalence of both categories. Since this is a crucial fact we will borrow theory from section 3 to illustrate our point better.

Definition 2.2.9. Define a functor $T: \mathcal{D}^{b}\left(\mathcal{A}^{\uparrow}\right) \rightarrow\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$ by $T(A \rightarrow B)=$ $(A \stackrel{\text { id }}{\leftarrow} A \rightarrow B)$ for objects in $\mathcal{D}^{b}\left(\mathcal{A}^{\uparrow}\right)$. The functor $T$ acts on morphisms by $T(f)=\left(\lambda_{1}(f), \rho_{2}(f)\right)$ with $\lambda_{1}, \rho_{2}$ as in lemma 3.2.8.

Remark 2.2.10. One easily checks that $T$ is - indeed - a functor.
Lemma 2.2.11. There exists no triangulated structure on $\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$ such that $T$ is an exact functor.
Proof. Assume for a contradiction that $\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$ does carry the triangulated structure induced by $T$. Then let $A \in \mathcal{A}$ and observe that the short exact sequence

in $\mathcal{C}\left(\mathcal{A}^{\uparrow}\right)$ induces exact triangles

$$
\begin{equation*}
(0 \rightarrow A) \rightarrow\left(A \xrightarrow[\rightarrow]{\text { id }_{A}} A\right) \xrightarrow[\rightarrow]{f}(A \rightarrow 0) \xrightarrow{+} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(A \xrightarrow{\text { id }_{A}} A\right) \rightarrow(A \rightarrow 0) \xrightarrow{g}(0 \rightarrow A[1]) \xrightarrow{+} \tag{2.4}
\end{equation*}
$$

in $\mathcal{D}^{\uparrow}$ and by our assumption hence also in $\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$. Therefore we obtain from the axioms of triangulated categories that $\operatorname{Cone}(f)=(0 \rightarrow A[1])$, making the morphism + in (2.3) a pair $\left(g_{1}, g_{2}\right) \in\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$ for which $g_{1} \in$ $\operatorname{Hom}_{\mathcal{D}}(A, 0)=0$ and $g_{2} \in \operatorname{Hom}_{\mathcal{D}}(0, A)=0$. We have $\left(g_{1}, g_{2}\right)=(0,0)$ which is the 0 -morphism in $\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$. By [59, Tag 05QT] we obtain from (2.3) that

$$
\begin{equation*}
\left(A \xrightarrow{\mathrm{id}_{A}} A\right)=(A \rightarrow 0) \oplus(0 \rightarrow A) . \tag{2.5}
\end{equation*}
$$

Observe now that $\operatorname{Hom}_{\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\dagger}}\left(\left(A \xrightarrow{\text { id }_{A}} A\right),(0 \rightarrow A)\right)=0$ by commutativity (see definition 2.1.12). Combining this with (2.5) this provides us with

$$
\begin{array}{r}
0=\operatorname{Hom}_{\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}}\left(\left(A \xrightarrow[\rightarrow]{\left.\left.\operatorname{id}_{A} A\right),(0 \rightarrow A)\right)=}\right.\right. \\
\operatorname{Hom}_{\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}}((A \rightarrow 0),(0 \rightarrow A)) \oplus \operatorname{Hom}_{\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}((0 \rightarrow A),(0 \rightarrow A)) \neq 0}
\end{array}
$$

 is the contradiction we wanted and therefore the proof is finished.

Similarly we prove another enlightening result on $\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$.
Lemma 2.2.12. The functor $T$ is not an equivalence of categories.
Proof. Since $\mathcal{D}^{\uparrow}$ is triangulated and (2.2) an exact sequence in $\mathcal{C}\left(\mathcal{A}^{\uparrow}\right)$, (2.3) is an exact triangle - and hence $\xrightarrow{+}$ non-zero in general. Therefore, $g$ of (2.4), which equals to $\xrightarrow{+}$ is generally non-zero. However,

$$
T(g) \in \operatorname{Hom}_{\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}}(A \rightarrow 0,0 \rightarrow A[1])=0
$$

by commutativity in $\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$ and therefore $T$ is not faithful.

Remark 2.2.13. Note that the finding of lemmas 2.2.11 and 2.2.12 are based on the exactness of the triangle

which is via that on $\mathcal{D}^{\uparrow}$ essentially inherited from the triangulated structure of $\mathcal{D}$. Therefore, one might generalise lemma 2.2 .11 to the analogous statement for a triangulated category in general - leading us to the conjecture that taking the arrow category of a given triangulated category will generally not give a triangulated category back.

### 2.3 Motivation

The motivation to introduce stability spaces is based on the theory of stability of vector bundles and, more general, coherent sheaves. The idea is to compare the sheaf to its subsheaves in terms of the invariants rank and degree. Classically this was only done for vector bundles (note that on a smooth projective curve any torsion-free sheaf is a vector bundle), for reasons that will become obvious with the definition of $\mu$ in 2.3.2. Note also that there are concepts available that generalise this definition to all non-zero objects in the yet to be defined category $\mathcal{C}$. We will however omit this theory altogether.

Notation 2.3.1. Let $\mathcal{C}=\operatorname{Coh}(C)$ denote the (abelian) category of coherent sheaves on a smooth projective curve $C$.

Definition 2.3.2. Let $E \in \mathcal{C}$ be non-zero torsion-free and $\operatorname{deg}(E)$ and $\operatorname{rank}(E)$ denote degree and rank of $E$. We define $\mu(E)=\operatorname{deg}(E) / \operatorname{rank}(E)$.

Definition 2.3.3. A torsion-free sheaf $F \in \mathcal{C}$ is called " $\mu$-stable" if for any non-zero subsheaf $E$ of $F$ with $E \neq F$,

$$
\mu(E)<\mu(F) .
$$

Analogously $\mu$-semistability is defined as
Definition 2.3.4. A torsion-free sheaf $F \in \mathcal{C}$ is called " $\mu$-semistable" if for any non-zero subsheaf $E$ of $F$

$$
\mu(E) \leq \mu(F)
$$

Definition 2.3.5. Let $E \in \mathcal{C}$ be non-zero and torsion-free. A filtration:

$$
0=E_{0} \subset E_{1} \subset \cdots \subset E_{n-1} \subset E_{n}=E, n \in \mathbb{N}
$$

where all $F_{i}=E_{i} / E_{i-1}$ are $\mu$-semistable objects of $\mathcal{C}$ and $\mu\left(F_{1}\right)>\mu\left(F_{2}\right)>$ $\cdots>\mu\left(F_{n}\right)$ is called a "Harder-Narashiman filtration".

Theorem 2.3.6. There is a unique Harder-Narashiman filtration for any non-zero torsion-free $F \in \mathcal{C}$.

Proof. [42, Proposition 5.4.2] We will prove the existence of the filtration first. For $F \mu$-semistable the result is trivial. Hence we assume $F$ not $\mu$-semistable which implies the existence of subsheaves of higher $\mu$. Consider the subset of subsheaves among these which have maximal $\mu$. This is possible as both rank and degree are bounded above. These subsheaves are $\mu$-semistable, as by assumption they cannot have a subsheaf of higher $\mu$. We narrow this set down further by choosing those subsheaves amongst them that have maximal rank and choose a subsheaf $F_{1}$ of this set of subsheaves with maximal $\mu$ and rank. This $F_{1}$ is the first non-zero object of the required chain. If we now consider the quotient $F / F_{1}$, we obtain a non-zero torsion-free sheaf that is either $\mu$-semistable or has - by the same construction we used above - a semistable subsheaf of maximal rank and $\mu$. We denote this subsheaf by $F_{2} / F_{1}$ which we can do, since $F_{1} \subset F_{2}$. Repeating this procedure with $F_{2}$ now assuming the place of $F_{1}$, we obtain an ascending chain of subobjects $0=F_{0} \subset F_{1} \subset \ldots$ with $\mu$-semistable quotients $F_{i} / F_{i-1}$.

If we now consider quotients $F_{d-1} / F_{d-2} \subset F / F_{d-2}$ and $F_{d} / F_{d-2} \subset F / F_{d-2}$ for $d \in \mathbb{N}_{\geq 2}$ with all $F_{i}$ taken from this filtration, we observe that since without loss of generality $F_{d} / F_{d-1} \neq 0$ can be assumed, we also obtain $F_{d-1} / F_{d-2} \subsetneq F_{d} / F_{d-2}$. This means on the other hand that $\mu\left(F_{d-1} / F_{d-2}\right)<$ $\mu\left(F_{d} / F_{d-2}\right)$ because $F_{d-1} / F_{d-2}$ was chosen to be the maximal rank subsheaf of $F / F_{d-2}$. If we now consider the exact sequence

$$
0 \rightarrow F_{d-1} / F_{d-2} \rightarrow F_{d} / F_{d-2} \rightarrow F_{d} / F_{d-1} \rightarrow 0
$$

we obtain $\mu\left(F_{d-1} / F_{d-2}\right)>\mu\left(F_{d} / F_{d-2}\right)>\mu\left(F_{d} / F_{d-1}\right)$, which implies that $\mu\left(F_{d-1} / F_{d-2}\right)>\mu\left(F_{d} / F_{d-1}\right)$. This is the required condition on the quotients. Moreover, it implies the (also required) finiteness as - due to the fact that rank and degree of the sheaves are bounded - the set of potential $\mu$ s is finite. Hence, the sequence $\mu\left(F_{1}\right)>\mu\left(F_{2} / F_{1}\right)>\ldots$ must eventually stabilise and therefore with it the sequence $0=F_{0} \subset F_{1} \subset \ldots$ which finishes the existenceproof.

To prove the uniqueness of the Harder-Narashiman filtration for a nonzero torsion-free $F \in \mathcal{C}$ we start with the observation that if $0=F_{0} \subset$
$F_{1} \subset \cdots \subset F_{n}=F$ is a Harder-Narashiman filtration of $F$ and $F^{\prime} \subset F$ a subbundle, then $\mu\left(F^{\prime}\right) \leq \mu\left(F_{1}\right)$ with $F^{\prime}=F_{1}$ if equality holds. To prove this we define a filtration of $F^{\prime}$ setting $F_{i}^{\prime}=F^{\prime} \cap F_{i}$ for $i \in\{1, \ldots, n\}$, which implies $F_{i+1}^{\prime} / F_{i}^{\prime} \subset F_{i+1} / F_{i}$. It follows from the semistability of $F_{i+1} / F_{i}$ that, provided that $F_{i+1}^{\prime} / F_{i}^{\prime}$ is not zero, $\mu\left(F_{i+1}^{\prime} / F_{i}^{\prime} \leq \mu\left(F_{i+1} / F_{i}\right)\right.$. From the canonical exact sequence $0 \rightarrow F_{i} \rightarrow F_{i+1} \rightarrow F_{i+1} / F_{i} \rightarrow 0$ we obtain $\mu\left(F_{i+1}\right) \leq$ $\mu\left(F_{i+1} / F_{i}\right)$. Hence $\mu\left(F^{\prime}\right) \leq \mu\left(F_{1}^{\prime}\right)=\mu\left(F_{1}^{\prime} / F_{0}^{\prime}\right) \leq \mu\left(F_{1} / F_{0}\right)=\mu\left(F_{1}\right)$ which means that $\mu\left(F^{\prime}\right) \leq \mu\left(F_{1}\right)$. If, on the other hand, equality holds in this equation, this would also imply $\mu\left(F^{\prime}\right)=\mu\left(F_{1}^{\prime}\right)$ and all quotients hence had to be 0 . In other words, $F=F_{1}^{\prime} \subset F_{1}$, proving that $F \subset F_{1}$ if $\mu(F)=\mu\left(F^{\prime}\right)$.

We can now set up a classic uniqueness-proof. Assume we have two Harder-Narashiman filtrations $E_{i}, i \in\{1, \ldots, n\}$ and $F_{i}, i \in\{1, \ldots, m\}$ of a non-zero torsion-free $F \in \mathcal{C}$. Defining $F^{\prime}$ from above as $F^{\prime}=F_{1}$ we obtain $\mu\left(F_{1}\right) \leq \mu\left(E_{1}\right)$ when similarly letting $F^{\prime}=E_{1}$ provides $\mu\left(E_{1}\right) \leq \mu\left(F_{1}\right)$ resulting in $\mu\left(E_{1}\right)=\mu\left(F_{1}\right)$. This results in $E_{1} \subset F_{1}$ and at the same time $F_{1} \subset E_{1}$ giving $E_{1}=F_{1}$. Repeating the procedure with $F / F_{1}$ and $F / E_{1}$ we obtain the required equality.

### 2.4 Stability functions

The Grothendieck group is one of the key tools in defining stability conditions.

Definition 2.4.1. For an abelian category $\mathcal{A}$ let $G$ be the free abelian group that is generated by isomorphism classes of objects in $\mathcal{A}$. Let $E_{1}, E_{2}, E_{3} \in \mathcal{A}$ and let $\widetilde{G}$ be the subgroup generated by all elements of the form $E_{1}-E_{2}-E_{3}$ and there exists an exact sequence $0 \rightarrow E_{2} \rightarrow E_{1} \rightarrow E_{3} \rightarrow 0$. We define the "Grothendieck group" $\mathcal{K}(\mathcal{A})$ of $\mathcal{A}$ as the quotient $G / \widetilde{G}$.

The motivation of Bridgeland stability is based on the concept of $\mu$ stability as defined in 2.3 .3 . To be able to define Bridgeland stability it is hence very important to generalise this concept - in [18, Bridgeland does this by introducing the notion of a stability function $Z$. The role that $\mu \mathrm{had}$ to play in the previous will now be assumed by this $Z$. To introduce it we need the notion of the strict upper half plane.

Definition 2.4.2. We define

- The "upper half plane" $\mathbb{H}_{0}$ is defined as

$$
\mathbb{H}_{0}=\{r \exp (i \pi \phi) \mid 0<\phi \leq 1, r \geq 0\} \subset \mathbb{C} .
$$

- The "strict upper half plane" $\mathbb{H}$ is defined as

$$
\mathbb{H}=\{r \exp (i \pi \phi) \mid 0<\phi \leq 1, r>0\} \subset \mathbb{C} .
$$

Definition 2.4.3. A "weak stability function" on an abelian category $\mathcal{A}$ is a group homomorphism $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ such that for any $E \in \mathcal{A}$, we have $Z(E) \in \mathbb{H}_{0}$.

Definition 2.4.4. A "stability function" is a weak stability function such that for any $E \in \mathcal{A}_{\neq 0}$, we have $Z(E) \in \mathbb{H}$.

Example 2.4.5. Related to the concept that was described in definition 2.3.2 we can, for example, define a stability function $Z$ on $\mathcal{K}(\mathcal{C})$ as $Z(E)=$ $-\operatorname{deg}(E)+i \operatorname{rank}(E)$. One could think of $\mu(E)=\operatorname{deg}(E) / \operatorname{rank}(E)$ as the function that sends $Z(E)$, regarded as a vector in the complex plane to it's slope.

More generally we define
Definition 2.4.6. Let $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ be a stability function. The "phase" of a non-zero object $E \in \mathcal{A}$ is defined to be

$$
\phi(E)=(1 / \pi) \arg (Z(E)) \in(0,1] .
$$

Following we introduce the slope phase correspondence.
Definition 2.4.7. Let $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ be a stability function. For $E \in \mathcal{A}$ define the "slope" of $Z$ by

$$
\mu_{Z}(E):=\frac{-\Re(Z(E))}{\Im(Z(E))} .
$$

Lemma 2.4.8. Let $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ be a stability function and $E \in \mathcal{A}$. There is a correspondence between phase and slope provided by

$$
\mu_{Z}(E)=-\cot (\pi \phi(E))
$$

Proof. This is seen from

$$
\mu_{Z}(E)=\frac{-\Re(Z(E))}{\Im(Z(E))}=-\cot (\pi \phi(E)) .
$$

Generalising the concept of a $\mu$-(semi)stable object in definitions 2.3.3 and 2.3.4 Bridgeland has introduced the crucial concept of a semistable object:

Definition 2.4.9. Let $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ be a stability function. A non-zero object $E \in \mathcal{A}$ is called "semistable" (with respect to $Z$ ), if for every non-zero subobject $A \subset E$ we have $\phi(A) \leq \phi(E)$.

Remark 2.4.10. Note that this definition is equivalent to saying that for any non-zero quotient $B$ of $E$ we have $\phi(B) \geq \phi(E)$. Once lemma 2.4.22 is established it will follow as an immediate consequence.
Remark 2.4.11. If $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is a smooth projective curve and

$$
Z(E)=-\operatorname{deg}(E)+i \operatorname{rank}(E) \text { for } E \in \mathcal{A}
$$

then for vector bundles on $C$ we obtain the usual $\mu$-stability and additionally all torsion sheaves are semistable since $\phi(T)=1$ for any torsion sheaf $T$ on $C$.

In the context of stability conditions - the one in which we are interested - a very important feature of a stability function is the so-called HarderNarashiman property. Since it has proved to be an important feature, the existence of Harder-Narashiman filtrations will be included in the definition of a stability condition. We will now generalise the definition of $\mu$-semistability, given in 2.3.4 and that of the Harder-Narashiman filtration defined in 2.3.5 in order to provide a definition of the Harder-Narashiman property.

Definition 2.4.12. For a given stability function $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ on an abelian category, a "Harder-Narashiman filtration" of a non-zero object $E \in$ $\mathcal{A}$ is a finite chain of subobjects

$$
0=E_{0} \subset E_{1} \subset \cdots \subset E_{n-1} \subset E_{n}=E, n \geq 1
$$

such that $F_{i}=E_{i} / E_{i-1}$ for $i \in\{1, \ldots, n\}$ are semistable objects of $\mathcal{A}$ and $\phi\left(F_{1}\right)>\phi\left(F_{2}\right)>\cdots>\phi\left(F_{n}\right)$.

Lemma 2.4.13. If for a stability function $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ and an object $E \in \mathcal{A}$ a Harder-Narashiman filtration exists, then it is unique up to isomorphisms.

Proof. Assume that, using a suitable change of notation

$$
0=E_{n} \subset E_{n-1} \subset \cdots \subset E_{1} \subset E_{0}=E, n \geq 1
$$

and

$$
0=E_{m}^{\prime} \subset E_{n-1}^{\prime} \subset \cdots \subset E_{1}^{\prime} \subset E_{0}^{\prime}=E, n \geq 1
$$

are Harder-Narashiman filtrations of a non-zero object $E \in \mathcal{A}$ with regard to the stability function $Z$. We proceed by induction and observe at first that
$E_{0}^{\prime}=E=E_{0}$. Assume now that for an $i \leq n, i \leq m$, we have $E_{j} \cong E_{j}^{\prime}$ for every $j \leq i$. Consider the exact sequences

$$
0 \rightarrow E_{i+1} \rightarrow E_{i} \rightarrow F_{i} \rightarrow 0
$$

and

$$
0 \rightarrow E_{i+1}^{\prime} \rightarrow E_{i}^{\prime} \rightarrow F_{i}^{\prime} \rightarrow 0
$$

where $F_{i}$ and $F_{i}^{\prime}$ are the quotients defined in 2.4 .12 (recall that the notation has been reversed). Without loss of generality we assume $\phi\left(F_{i}\right) \geq \phi\left(F_{i}^{\prime}\right)$. Consider now the diagram

and apply the functor $\operatorname{Hom}\left(E_{i+1},-\right)$ to the second row - we obtain the exact sequence

$$
0 \rightarrow \operatorname{Hom}\left(E_{i+1}, E_{i+1}^{\prime}\right) \rightarrow \operatorname{Hom}\left(E_{i+1}, E_{i}^{\prime}\right) \rightarrow \operatorname{Hom}\left(E_{i+1}, F_{i}^{\prime}\right)
$$

It can be proved by induction that $\phi\left(E_{i+1}\right)>\phi\left(F_{i}\right)$ and since $\phi\left(F_{i}\right) \geq \phi\left(F_{i}^{\prime}\right)$ we obtain $\phi\left(E_{i+1}\right)>\phi\left(F_{i}^{\prime}\right)$ implying $\operatorname{Hom}\left(E_{i+1}, F_{i}^{\prime}\right)=0$. Hence we now have $\operatorname{Hom}\left(E_{i+1}, E_{i+1}^{\prime}\right) \cong \operatorname{Hom}\left(E_{i+1}, E_{i}^{\prime}\right)$ and conclude that we get an arrow $E_{i+1} \rightarrow E_{i+1}^{\prime}$ and via that an arrow $F_{i} \rightarrow F_{i}^{\prime}$ such that the diagram

commutes.
The arrow $F_{i} \rightarrow F_{i}^{\prime}$ is not zero as otherwise $E_{i}^{\prime} \rightarrow F_{i}^{\prime}$ would be zero implying $F_{i}^{\prime}$ being zero. This means, on the other hand, that $\phi\left(F_{i}\right) \leq \phi\left(F_{i}^{\prime}\right)$ and as we have $\phi\left(F_{i}\right) \geq \phi\left(F_{i}^{\prime}\right)$ we obtain $\phi\left(F_{i}\right) \geq \phi\left(F_{i}^{\prime}\right)$. Similar to what we did before, we can therefore apply the functor $\operatorname{Hom}\left(E_{i+1}^{\prime},-\right)$ to get a commutative diagram

in other words we have arrows in both directions. Combining both diagrams we get a new diagram

and, as before, we have $\operatorname{Hom}\left(E_{i+1}, E_{i+1}\right) \cong \operatorname{Hom}\left(E_{i+1}, E_{i}\right)$. This means, that the identity as a possible choice for the arrow $E_{i+1} \rightarrow E_{i+1}$ is in fact the only possible choice.

We proceed in the same manner with the diagram

to obtain that $E_{i+1}^{\prime} \rightarrow E_{i+1}^{\prime}$ from the diagram has to be the identity. We obtain that

$$
\left(E_{i+1}^{\prime} \rightarrow E_{i+1}\right) \circ\left(E_{i+1} \rightarrow E_{i+1}^{\prime}\right)=\operatorname{id}_{E}
$$

and that

$$
\left(E_{i+1} \rightarrow E_{i+1}^{\prime}\right) \circ\left(E_{i+1}^{\prime} \rightarrow E_{i+1}\right)=\operatorname{id}_{E^{\prime}} .
$$

This means $E_{i+1} \cong E_{i+1}^{\prime}$ which finishes the proof.

Definition 2.4.14. A stability function $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ on an abelian category $\mathcal{A}$ has the "Harder-Narashiman property" if every non-zero object $E \in \mathcal{A}$ has a Harder-Narashiman filtration with regard to $Z$.

This definition however is somewhat hard to handle - we do, on the other hand, have an easier approach available, that Bridgeland introduced in [18] and that is based on certain chain-conditions that the stability function needs to satisfy. Our aim is to establish theorem 2.4.23, in order to do that, we will start with stating the chain conditions that by theorem 2.4 .23 will provide a criterion to decide whether a stability function has the Harder-Narashiman property.

Definition 2.4.15. Let $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ be a stability function.
(a) We say that $Z$ satisfies the "subobject-chain condition" if there are no infinite sequences $\cdots \subset E_{j+1} \subset E_{j} \subset \cdots \subset E_{2} \subset E_{1}$ of subobjects in $\mathcal{A}$ with $\phi\left(E_{j+1}\right)>\phi\left(E_{j}\right)$ for all $j$.
(b) We say that $Z$ satisfies the "quotient-chain condition" if there are no infinite sequences $E_{1} \rightarrow E_{2} \rightarrow \cdots \rightarrow E_{j} \rightarrow E_{j+1} \rightarrow \ldots$ of quotients in $\mathcal{A}$ with $\phi\left(E_{j}\right)>\phi\left(E_{j+1}\right)$ for all $j$.

We will now, after introducing the concept of a maximal destabilising quotient, prove the theorem 2.4.23. To do so, we need a series of lemmas which we have worked out from a somewhat less extensive version by Bridgeland.

Definition 2.4.16. We define an "mdq" (maximal destabilising quotient) of a non-zero $E \in \mathcal{A}$ to be a non-zero quotient $E \rightarrow B$ with the property that every non-zero quotient $E \rightarrow B^{\prime}$ satisfies $\phi\left(B^{\prime}\right) \geq \phi(B)$ and in case of equality $E \rightarrow B^{\prime}$ factors via $E \rightarrow B$.

Lemma 2.4.17. Assume that the quotient-chain condition holds. A quotient $E \rightarrow B$ is an mdq of a non-zero $E \in \mathcal{A}$ if every non-zero semistable quotient $E \rightarrow B^{\prime}$ satisfies $\phi\left(B^{\prime}\right) \geq \phi(B)$ and in case of equality $E \rightarrow B^{\prime}$ factors via $E \rightarrow B$.

Proof. Every $E \in \mathcal{A}$ has a semistable quotient as otherwise we would get an infinite chain of non-semistable quotients with descending $\phi$ (the dual statement is proved more detailed in theorem 2.4.23). Let $E \rightarrow B^{\prime \prime}$ be a quotient of $E$, then there is a semistable quotient $B^{\prime \prime} \rightarrow B^{\prime}$ of $B^{\prime \prime}$ with $\phi\left(B^{\prime \prime}\right) \geq \phi\left(B^{\prime}\right)$. If $B^{\prime \prime}$ is not semistable, then we have indeed $\phi\left(B^{\prime \prime}\right)>\phi\left(B^{\prime}\right)$. Semistability implies, that $B^{\prime \prime}$ is its own semistable quotient - in other words $\phi\left(B^{\prime \prime}\right)=\phi\left(B^{\prime}\right)$ implies that $B^{\prime \prime}=B^{\prime}$ meaning then that $E \rightarrow B^{\prime \prime}$ factors via $B$. If, on the other hand we assume $\phi\left(B^{\prime \prime}\right)>\phi\left(B^{\prime}\right)$ and observe that $B^{\prime}$ is also a quotient of $E$ and since $B^{\prime}$ is semistable, we obtain by assumption that $\phi\left(B^{\prime}\right) \geq \phi(B)$ which in turn implies that $\phi\left(B^{\prime \prime}\right)>\phi\left(B^{\prime}\right) \geq \phi(B)$ and hence $\phi\left(B^{\prime \prime}\right)>\phi(B)$.

Remark 2.4.18. Note that if $B$ is an mdq $E \rightarrow B$ of $E \in \mathcal{A}, B$ must be semistable and $\phi(E) \geq \phi(B)$ as non-semistability of $B$ would imply the existence of a non-zero quotient $B^{\prime}$ of $B$ with $\phi\left(B^{\prime}\right)<\phi(B)$, which is impossible by definition since via

$$
E \rightarrow B \rightarrow B^{\prime}
$$

we obtain that $B^{\prime}$ is a quotient of $E$ as well. Since we also have $E \rightarrow E$ it follows from the definition of an mdq that $\phi(E) \geq \phi(B)$.

If, furthermore, $E$ is not semistable, we can observe that there is a quotient $E \rightarrow E^{\prime}$ with $\phi(E)>\phi\left(E^{\prime}\right)$. We obtain $B \rightarrow E \rightarrow E^{\prime}$ and conclude that $B \rightarrow E^{\prime}$ is a quotient with $\phi(E)>\phi\left(E^{\prime}\right)$, which contradicts $E$ being and mdq..

Lemma 2.4.19. If $E \in \mathcal{A}$ is semistable it is its own mdq.
Proof. Since $E$ is semistable, we obtain $\phi\left(E^{\prime}\right) \geq \phi(E)$ for any non-zero quotient $E \rightarrow E^{\prime}$ of $E$. As any quotient $E \rightarrow E^{\prime}$ factors via the quotient $E \rightarrow E$, so do those quotients $E^{\prime}$ where $\phi\left(E^{\prime}\right)=\phi(E)$.

Lemma 2.4.20. Let a stability function $Z$ fulfil the quotient-chain condition then every non-zero $E \in \mathcal{A}$ has an $m d q$.

Proof. If $E$ is semistable it is its own mdq by lemma 2.4.19 - otherwise, if we assume $E$ not semistable, there are objects $A, E^{\prime} \in \mathcal{A}$ and a short exact sequence: $0 \rightarrow A \rightarrow E \rightarrow E^{\prime} \rightarrow 0$ with $A$ semistable and $\phi(A)>\phi(E)>$ $\phi\left(E^{\prime}\right)$, as being not semistable means that $E$ has a subobject $A$ with bigger $\phi$ then itself, $E^{\prime}$ is the corresponding quotient.

Assume that an mdq of $E^{\prime}, E^{\prime} \rightarrow B$, exists. We will prove that under this condition the quotient $E \rightarrow B$ is an mdq for $E$. If $E \rightarrow B^{\prime}$ is a quotient with $B^{\prime}$ semistable and $\phi\left(B^{\prime}\right) \leq \phi(B)$ (recall that by lemma 2.4.17 it is good enough to conduct this proof under the assumption that $B^{\prime}$ is semistable) then $\phi\left(B^{\prime}\right) \leq \phi(B) \leq \phi\left(E^{\prime}\right)<\phi(E)<\phi(A)$, implying $\phi\left(B^{\prime}\right)<\phi(A)$. Since both $A$ and $B^{\prime}$ are semistable, this implies that $\operatorname{Hom}\left(A, B^{\prime}\right)=0$. So we deduce from the exact sequence $\operatorname{Hom}\left(E^{\prime}, B^{\prime}\right) \rightarrow \operatorname{Hom}\left(E, B^{\prime}\right) \rightarrow \operatorname{Hom}\left(A, B^{\prime}\right)$ which hence equals to $\operatorname{Hom}\left(E^{\prime}, B^{\prime}\right) \rightarrow \operatorname{Hom}\left(E, B^{\prime}\right) \rightarrow 0$ that $E \rightarrow B^{\prime}$ factors via $E^{\prime}$. The map $E \rightarrow B^{\prime}$ on the other hand factors as $E \rightarrow E^{\prime} \rightarrow B^{\prime}$. We have $\phi\left(B^{\prime}\right) \leq \phi(B)$ and $E^{\prime} \rightarrow B$ is an mdq for $E^{\prime}$, which means that $\phi\left(B^{\prime}\right) \geq \phi(B)$, hence $\phi\left(B^{\prime}\right)=\phi(B)$ implying that the quotient $E^{\prime} \rightarrow B^{\prime}$ factors via $B$. This means that the quotient $E \rightarrow B^{\prime}$ factors via $B$ as well. We have proved that $B$ is indeed an mdq for $E$.

If, on the other hand, there is no mdq for $E^{\prime}$, we apply the same procedure as before, where now $E^{\prime}$ is assuming the role of $E$. If we keep on repeating this process, we will eventually find an mdq for $E$, as otherwise we would get an infinite sequences $E_{1} \rightarrow E_{2} \rightarrow \cdots \rightarrow E_{j} \rightarrow E_{j+1} \rightarrow \ldots$ of quotients in $\mathcal{A}$ with $\phi\left(E_{j}\right)>\phi\left(E_{j+1}\right)$ for all $j$. This would violate the quotient-chain condition. We have proved that $E$ has indeed an mdq.

Lemma 2.4.21. Let $z_{1}, z_{2} \in \mathbb{C}^{*}$ such that $z_{1}=r \exp (i \alpha)$ and $z_{2}=s \exp (i \beta)$ and $t \exp (i \gamma)=z_{1}+z_{2}$ for $r, s, t \in \mathbb{R}_{>0}$ and assume $|\alpha-\beta|<\pi$. Then either $\alpha=\beta=\gamma$ or $\gamma$ lies strictly between $\alpha$ and $\beta$.

Proof. If $\alpha=\gamma$, then $r \exp (i \alpha)+s \exp (i \beta)=2 r s \exp (i \beta)$. This implies $\beta=\gamma$.

Otherwise, assuming without loss of generality that $\alpha<\beta$, we obtain $r \exp (i \alpha)+s \exp (i \beta)=\exp (i \alpha)(r+s \exp (i(\beta-\alpha)))$ and as $\exp (i \beta)$ is a rotation we may - again without loss of generality - assume that $\beta=0$ and additionally that $\beta \in(0, \pi)$. We then have $\exp (i \alpha)(r+s \exp (i(\beta-\alpha)))=$ $\exp (i \alpha)(r+s \exp (i(\beta-\alpha)))=\exp (i 0)(r+s \exp (i(\beta-0)))=r+s \exp (i \beta)=$ $r+s(\cos (\beta)+i \sin (\beta))$ and at the same time $t \exp (i \gamma)=t(\cos (\gamma)+i \sin (\gamma)$. This means that $r+s(\cos (\beta)+i \sin (\beta))=z_{1}+z_{2}=t(\cos (\gamma)+i \sin (\gamma))$ implying $r+s \cos (\beta)=t \cos (\gamma)$ and $s \sin \beta=t \sin (\gamma)$.

If we let $\beta \in\left(0, \frac{\pi}{2}\right)$ we obtain $t \cos (\gamma)>0<t \sin (\gamma)$ and since $t>0$ this means that $\cos (\gamma)>0<\sin (\gamma)$ which gives $\gamma \in\left(0, \frac{\pi}{2}\right)$. We have $t^{2}=|r+s \exp (i \beta)|^{2}=r^{2}+s^{2}+2 r s \cos (\beta)>s^{2}$ since $\cos (\beta)>0$ for $\beta \in\left(0, \frac{\pi}{2}\right)$ and $r, s>0$ by assumption. Therefore $t^{2}>s^{2}$ providing $t>s$ and hence $\frac{s}{t} \in(0,1)$. Now we obtain from $s \sin \beta=t \sin (\gamma)$ that $\sin (\gamma)=\frac{s}{t} \sin (\beta)$ which means that $\sin (\gamma)<\sin (\beta)$ and as $\sin (x)$ is strictly increasing for $x \in\left(0, \frac{\pi}{2}\right)$ we have $\gamma<\beta$.

If, on the other hand, $\beta \in\left(\frac{\pi}{2}, \pi\right)$, we have $\cos (\beta)<0$ and hence we must distinguish between $r+s \cos (\beta)<0$ and $r+s \cos (\beta) \geq 0$. If indeed $r+s \cos (\beta)<0$ we have $\gamma \in\left(\frac{\pi}{2}, \pi\right)$ and additionally - similar to the previous case - that $t^{2}=|r+s \exp (i \beta)|^{2}=r^{2}+s^{2}+2 r s \cos (\beta)=s^{2}+r(r+2 s \cos (\beta)<$ $s^{2}$ because $r+2 s \cos (\beta)<r+s \cos (\beta)<0$ by assumption. Hence $\frac{s}{t}>1$, implying that $\sin (\gamma)>\sin (\beta)$ and as $\sin (x)$ is strictly decreasing for $x \in$ $\left(\frac{\pi}{2}, \pi\right)$ we must have $\gamma<\beta$. If $r+s \cos (\beta)>0$, we obtain $\cos (\gamma)>0$ and hence $\gamma \in\left(0, \frac{\pi}{2}\right]$. Therefore $\gamma<\beta$.

Lemma 2.4.22. Suppose $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ is a weak stability function and let $Z\left(E^{\prime}\right)=r \exp (i \alpha), Z\left(E^{\prime \prime}\right)=r \exp (i \beta)$ such that $|\alpha-\beta|<\pi$. If $0 \rightarrow E^{\prime \prime} \rightarrow$ $E \rightarrow E^{\prime} \rightarrow 0$ is exact then exactly one of the following (in)equalities holds.

1. $\phi\left(E^{\prime \prime}\right)>\phi(E)>\phi\left(E^{\prime}\right)$;
2. $\phi\left(E^{\prime \prime}\right)=\phi(E)=\phi\left(E^{\prime}\right)$;
3. $\phi\left(E^{\prime \prime}\right)<\phi(E)<\phi\left(E^{\prime}\right)$.

Proof. Recall that by 2.4.4, a stability function is defined on the Grothendieck group of $\mathcal{A}$ and therefore $E=E^{\prime}+E^{\prime \prime}$. As the stability function is a homomorphism of groups we obtain $Z(E)=Z\left(E^{\prime}\right)+Z\left(E^{\prime \prime}\right)$. Recalling the definition of $\phi$ provided in 2.4.6, the result now follows from lemma 2.4.21.

Theorem 2.4.23. Let $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ be a stability function that satisfies the subobject-chain condition and the quotient-chain condition of definition 2.4.15. Then $Z$ has the Harder-Narashiman property.

Proof. [18, Proposition 2.4] A non-zero object $E \in \mathcal{A}$ is either semistable or has a non-zero subobject $E^{\prime}$ with $\phi\left(E^{\prime}\right)>\phi(E)$. Replacing $E$ by $E^{\prime}$ we can deduce from the first chain condition that every non-zero object of $\mathcal{A}$ has a semistable subobject $A \subset E$ with $\phi(A) \geq \phi(E)$. This is easily seen by induction if we let $E_{0}=E$ and $E_{1}=E^{\prime}$. For some $n$ and $E_{n-1}$ not semistable $E_{n}$ has to be semistable in order to avoid an infinite chain - therefore we obtain the desired result. If we now take a non-zero object $E \in \mathcal{A}$, then $E$ either is its own filtration if it is semistable or by lemma
2.4.20 there exists a subobject $E^{\prime}$ such that $0 \rightarrow E^{\prime} \rightarrow E \rightarrow B \rightarrow 0$ where $E \rightarrow B$ is an mdq and $\phi\left(E^{\prime}\right)>\phi(E)$. For an mdq $E^{\prime} \rightarrow B^{\prime}$ of $E^{\prime}$ we now construct a diagram of short exact sequences, starting with:

where $K \rightarrow E^{\prime}$ is the kernel of the map $E^{\prime} \rightarrow B^{\prime}$. Dually to this idea we now define the map $f: E \rightarrow Q$ as the quotient of the map $K \rightarrow E$ and obtain the following diagram of short exact sequences:


By the snake lemma (we refer to [60, Lemma 1.3.2] or to 41, Section 9] for details) we obtain that the sequence $0 \rightarrow B^{\prime} \rightarrow Q \rightarrow B \rightarrow 0$ is exact. We now deduce from the diagram that $\phi(Q)=\phi(B)$ leads to a contradiction. According to the definition of an mdq the equality would give us a factorisation $\beta$ of $f$ via $B$, that is: $f=\beta g$ :


Additionally we know from the diagram that $\alpha f=g$ (commutativity). Therefore $\beta \alpha f=f=\operatorname{id} f$ and as $f$ is an epimorphism we obtain $\beta \alpha=\mathrm{id}$. Moreover $\beta g=f$, implying $\alpha \beta g=\alpha f=g=\mathrm{id} g$, giving $\alpha \beta=$ id since $g$ is an epimorphism which means that $Q$ and $B$ are isomorphic. We therefore obtain $B^{\prime}=0$. But $B^{\prime}$ was assumed to be an mdq of $E^{\prime}$ and so we have $E^{\prime}=0$ which gives the contradiction. Then, as $f: E \rightarrow Q$ is a quotient of $E$ it follows that $\phi(Q)>\phi(B)$ and this implies $\phi\left(B^{\prime}\right)>\phi(B)$ using lemma 2.4.22.

We now rename $E$ into $E_{0}$ and $E^{\prime}$ into $E_{1}$. This provides the $n=0$ case of an induction proof: If $E_{n-1}$ is not automatically semistable, as before, when we investigated the object $E, E_{n-1}$ if not semistable has a destabilizing subobject $E_{n}$, analogous to $E^{\prime}$ in the previous proof. Then again, $E_{n}$ is either semistable or has a destabilizing subobject. To all of these we can apply the previous proof in order to show that over the descending chain the $\phi$ strictly increases. That means, we obtain a - due to the first chain condition eventually terminating sequence of subobjects $\cdots \subset E_{i} \subset E_{i-1} \subset \cdots \subset E_{1} \subset$ $E_{0}=E$ with $\phi\left(E_{i}\right)>\phi\left(E_{i-1}\right)$. It has semistable factors $F_{i}=E_{i} / E_{i-1}$ of ascending phase (the mdq's). This is the Harder-Narashiman Filtration.

### 2.5 Stability conditions

We are now ready to discuss the most important concept of this thesis. The definition of a stability condition uses so called slicings and central charges we will now define the necessary terms and provide the connection to stability functions.

Definition 2.5.1. A slicing $\mathcal{P}$ of a triangulated category $\mathcal{T} \mathcal{R}$ consists of full additive subcategories $\mathcal{P}(\phi) \subset \mathcal{T} \mathcal{R}$ for each $\phi \in \mathbb{R}$ satisfying:

1. for all $\phi \in \mathbb{R}, \mathcal{P}(\phi+1)=\mathcal{P}(\phi)[1]$;
2. if $\phi_{1}>\phi_{2}, A_{1} \in \mathcal{P}_{1}, A_{2} \in \mathcal{P}_{2}$ then $\operatorname{Hom}_{\mathcal{T R}}\left(A_{1}, A_{2}\right)=0$;
3. for each non-zero object $E \in \mathcal{T R}$ there is an $n \in \mathbb{N}_{\geq 1}$, a sequence of real numbers

$$
\phi_{1}>\phi_{2}>\cdots>\phi_{n}
$$

and a collection of exact triangles

with $E_{0}=0, E_{n}=E$ and $A_{j} \in \mathcal{P}\left(\phi_{j}\right)$ for all $j \in\{1, \ldots, n\}$.
Definition 2.5.2. For a non-zero object $E \in \mathcal{T} \mathcal{R}$ and a slicing $\mathcal{P}$ of $\mathcal{T} \mathcal{R}$ let $\phi^{+}=\phi_{1}$ and $\phi^{-}=\phi_{n}$, where $\phi_{1}>\phi_{2}>\cdots>\phi_{n}, n \geq 1$ is the series of definition 2.5.1.

Lemma 2.5.3. If $E \in \mathcal{P}(\phi)$ for $\phi \in \mathbb{R}$ we have $\phi^{+}(E)=\phi^{-}(E)$.
Proof. If $E \in \mathcal{P}(\phi)$ then $A_{1}=A_{n}=E$.
Definition 2.5.4. Let $E \in \mathcal{P}(\xi)$ for $\xi \in \mathbb{R}$, for the slicing $\mathcal{P}$ define

$$
\phi(E):=\xi .
$$

Remark 2.5.5. We will refer to the collection of exact triangles of definition 2.5 .1 as a "filtration" in the style of a Harder-Narashiman filtration.

Before we can use the term slicing as part of the definition of a stability condition we need - in order to define the second part, the (pre-)stability condition consists of - to introduce the notion of the Grothendieck group of a triangulated category. Since the concept of a triangulated category adapts the idea of the concept of an abelian category with regard to exact sequences, the following definition is only a slight alteration of definition 2.4.1.

Definition 2.5.6. For a triangulated category $\mathcal{T} \mathcal{R}$ let $G$ be the free abelian group generated by isomorphism classes of objects in $\mathcal{T} \mathcal{R}$. Let $\widetilde{G}$ be the subgroup generated by all elements of the form $E_{1}-E_{2}-E_{3}$ where $E_{1}, E_{2}$ and $E_{3}$ are objects in $\mathcal{T} \mathcal{R}$ and there exists an exact triangle $E_{2} \rightarrow E_{1} \rightarrow E_{3} \xrightarrow{+}$. We define the "Grothendieck group" $\mathcal{K}(\mathcal{T} \mathcal{R})$ of $\mathcal{T} \mathcal{R}$ as the quotient $G / \widetilde{G}$.

We need to somewhat strengthen this definition.
Definition 2.5.7. We define the " numerical Grothendieck group" $\mathcal{N}(\mathcal{T} \mathcal{R})$ as the quotient $\mathcal{K}(\mathcal{T} \mathcal{R}) / \mathcal{K}(\mathcal{T} \mathcal{R})^{\perp}$, where $\mathcal{K}(\mathcal{T} \mathcal{R})^{\perp}$ denotes the right orthogonal with respect to the Euler form, that is

$$
\mathcal{K}(\mathcal{T \mathcal { R }})^{\perp}=\{E \in \mathcal{K}(\mathcal{T \mathcal { R }}) \mid \chi(E, F)=0 \text { for all } F \in \mathcal{K}(\mathcal{T} \mathcal{R})\}
$$

Moreover, if $\mathcal{N}(\mathcal{T R})$ has finite rank then $\mathcal{T R}$ is called "numerically finite".

Using the data that we have now available, Bridgeland has defined the concept of a pre-stability condition in [18]. This is a pair consisting of a group homomorphism and a slicing that fulfils a certain compatibility condition provided in the following definition which now introduces stability conditions. Note that the concept of a pre-stability condition was not used in [18] yet and pre-stability conditions simply referred to as stability conditions.

Definition 2.5.8. Let $\Lambda$ to be a finite-rank $\mathbb{Z}$-lattice and a (fixed) surjective homomorphism of groups $v: \mathcal{K}(\mathcal{T R}) \rightarrow \Lambda$.

A quasi-stability condition on a triangulated category $\mathcal{T} \mathcal{R}$ is a pair $(\mathcal{P}, Z)$ that consists of a slicing $\mathcal{P}$ on a triangulated category $\mathcal{T} \mathcal{R}$ together with a group homomorphism $Z: \mathcal{K}(\mathcal{T} \mathcal{R}) \rightarrow \mathbb{C}$, such that for any non-zero object $E \in \mathcal{P}(\phi)$ we have $Z(v(E))=m(E) \exp (i \pi \phi)$ for some $m(E) \in \mathbb{R}_{>0}$. We then call $Z$ the "central charge" of the quasi-stability condition $(\mathcal{P}, Z)$.

We need the notion of a category of finite length.
Definition 2.5.9. We define

1. A non-zero object $E$ in an abelian category $\mathcal{A}$ is called simple if for any non-zero subobject $F$ of $E$ one has $F=E$;
2. A "composition series" for $X \in \mathcal{A}$ is a series

$$
0=X_{0} \subset X_{1} \subset \cdots \subset X_{n}=X, n \geq 0
$$

where $X_{i+1} / X_{i}$ is simple for any $i \in\{0, \ldots, n-1\}$.
Definition 2.5.10. An abelian category $\mathcal{A}$ is of "finite length" if any nonzero $X \in \mathcal{A}$ has a composition series.

Definition 2.5.11. We define

1. An object $E$ in an abelian category $\mathcal{A}$ is said to be "noetherian" if any increasing chain $E_{1} \subset E_{2} \subset \ldots$ of subobjects of $E$ becomes stationary after finitely many steps. An abelian category $\mathcal{A}$ is noetherian if every object in it is noetherian.
2. An abelian category $\mathcal{A}$ is said to be "artinian" if any infinite chain of subobjects $\cdots \subset E_{2} \subset E_{1}$ becomes stationary.

Lemma 2.5.12. An abelian category $\mathcal{A}$ is of finite length if and only if it is artinian and noetherian.

Proof. Assume first that $\mathcal{A}$ is of finite length. First we prove that it is noetherian. For an $E \in \mathcal{A}$ let

$$
E_{1} \subset E_{2} \subset \cdots \subset E
$$

be a series of subobjects in $\mathcal{A}$. We have that $E$ has a JHF

$$
0=X_{0} \subset X_{1} \subset \cdots \subset X_{n}=E
$$

where $X_{i+1} / X_{i}$ simple. Hence $X_{1}=X_{1} / 0=X_{1} / X_{0}$ too is simple. Hence, if we consider $E_{i} \cap X_{1} \subset X_{1}$, then we must have $E_{i} \cap X_{1}=X_{1}$ or $E_{i} \cap X_{1}=0$.

1. If there is $j$ such that $E_{j} \cap X_{1}=X_{1}$, then $X_{1} \subset E_{j} \subset E_{j+1} \subset \cdots \subset E$ and hence $E_{j} / X_{1} \subset E_{j+1} / X_{1} \subset \cdots \subset E / X_{1}$. We set up a prove by induction over $n$ starting with $E$ simple for $n=1$. Now $E / X_{1}$ has JHF of length $n-1$ that hence becomes stationary such that $E_{j} / X_{1}=$ $E_{j+1} / X_{1}$ which implies $E_{j}=E_{j+1}$ and so on.
2. If $E_{i} \cap X_{1}=0$ for all $i$ then $E_{i}=E_{i} /\left(E_{i} \cap X_{1}\right) \cong\left(E_{i}+X_{1}\right) / X_{1} \subset E / X_{1}$ which has JHF of length $n-1$, similar to before we are finished.

To prove that $\mathcal{A}$ is artinian we use

$$
\cdots \subset E_{2} \subset E_{1} \subset E
$$

and, distinguishing $X_{1} \cap E_{j}=0$ for an existing $j$ and $X_{1} \cap E_{i}=X_{1}$ for all $i$ we argue similar to the noetherian case that $\mathcal{A}$ is artinian.

Assume now that $\mathcal{A}$ is artinian and noetherian. Any $E_{1} \in \mathcal{A}$ has a subobject $E_{2}$ such that $E_{1} / E_{2}$ is simple. Otherwise we would obtain that $E_{1} / E_{2}$ is not simple for any choice of $E_{2}$ which would mean that there is an object $E_{3}$ in $\mathcal{A}$ such that $0 \subsetneq E_{3} \subset E_{1} / E_{2}$. Hence there is a non-zero $F \in \mathcal{A}$ such that we have $E_{3}=F / E_{2}$. We obtain $0=E_{2} / E_{2} \subsetneq F / E_{2} \subset E_{1} / E_{2}$ which implies $E_{2} \subsetneq F \subsetneq E_{1}$. We could now find an object $G$ with $F \subsetneq G \subsetneq E_{1}$ in the same manner and keep on repeating this process to obtain an infinite chain. This violates the ascending chain condition which implies that it is always possible to choose an object $E_{2}$ such that $E_{1} / E_{2}$ is simple. For $E_{2}$ we can now choose a subobject $E_{3}$ such that $E_{2} / E_{3}$ is simple. We obtain a descending chain of subobjects that will - due to the descending chain condition - become stationary after finitely many steps.

Definition 2.5.13. For an interval $I \subset \mathbb{R}$ let $\mathcal{P}(I)$ be the extension closed subcategory of $\mathcal{T} \mathcal{R}$ that is generated by all subcategories $\mathcal{P}(\phi)$ for which $\phi \in I$.

Definition 2.5.14. A Slicing $\mathcal{P}$ of a triangulated category $\mathcal{T R}$ is called "locally finite" if there is a real number $\nu>0$ such that for all $t \in \mathbb{R}$ the category $\mathcal{P}(t-\nu, t+\nu) \in \mathcal{T} \mathcal{R}$ is of finite length.

Remark 2.5.15. Note that $\mathcal{P}(t-\nu, t+\nu)$ of definition 2.5.14 is not generally abelian, but "quasi-abelian" which is a slightly weaker concept. In the theoretical framework of quasi-abelian categories one would have to restate definition 2.5 .11 using the term "strict subobject". This derives from the fact, that the concept of strictness as a feature of morphisms plays an important role in the context of quasi-abelian categories, in so far as while in an abelian category every morphism is strict that is not necessarily the case in a quasiabelian category. Strictness of a morphism means, as we already pointed at in the proof of theorem 2.5 .33 that the canonical map $\zeta: \operatorname{coim} f \rightarrow \operatorname{im} f$ between the coimage and the image of a morphism $f$ is an isomorphism. We will however omit this terminology and refer to [57] for more information on quasi-abelian categories.

Definition 2.5.16. A quasi-stability condition ( $\mathcal{P}, Z$ ) will be called locally finite if the corresponding slicing $\mathcal{P}$ is.

Finally we approach the definition of the concept of a "stability condition" which nowadays usually includes the stability condition to fulfil the support property which we will define later (definition 2.5.44).

Definition 2.5.17. A quasi-stability condition will be referred to as a "prestability condition" if it is locally finite.

Notation 2.5.18. Objects $E \in \mathcal{P}(\phi)$ for $\phi \in \mathbb{R}$ will be referred to as "semistable". If additionally $E$ simple in $\mathcal{P}$ then $E$ will be referred to as "stable".

Remark 2.5.19. Throughout this thesis we will work with $\Lambda=\mathcal{N}(\mathcal{T} \mathcal{R})$, since the triangulated category that we are working with is numerically finite. We will - in abuse of notation - write $Z(E)$ instead of $Z(v(E))$ from now on.

We will now explain the connection between stability functions on $\mathcal{A}$ and pre-stability conditions on $\mathcal{D}$. To provide this important connection we need the notion of a bounded t-structure. Beilinson, Bernstein and Delingne introduced t-structures in [10] and they have since been subject to many research articles.

Definition 2.5.20. A "t-structure" on a triangulated category $\mathcal{T} \mathcal{R}$ is a pair of strictly full subcategories $\left(\mathcal{T R}^{\leq 0}, \mathcal{T} \mathcal{R}^{\geq 1}\right)$ of $\mathcal{T} \mathcal{R}$ such that for $\mathcal{T} \mathcal{R}^{\leq n}=$ $\mathcal{T} \mathcal{R}^{\leq 0}[-n]$ and $\mathcal{T} \mathcal{R}^{\geq n+1}=\mathcal{T} \mathcal{R}^{\geq 1}[-n], n \in \mathbb{Z}$ the following conditions hold:

1. For $X \in \mathcal{T} \mathcal{R}^{\leq 0}$ and $Y \in \mathcal{T} \mathcal{R}^{\geq 1}, \operatorname{Hom}_{\mathcal{T R}}(X, Y)=0$;
2. $\mathcal{T} \mathcal{R}^{\leq 0} \subset \mathcal{T} \mathcal{R}^{\leq 1}$ and $\mathcal{T} \mathcal{R}^{\geq 1} \subset \mathcal{T} \mathcal{R}^{\geq 0}$;
3. For each $X \in \mathcal{T} \mathcal{R}$ there is an exact triangle

$$
A \rightarrow X \rightarrow B \xrightarrow{+}
$$

where $A \in \mathcal{T} \mathcal{R}^{\leq 0}$ and $B \in \mathcal{T} \mathcal{R}^{\geq 1}$.
Lemma 2.5.21. Let $\left(\mathcal{T}^{\leq 0}, \mathcal{T R}^{\geq 1}\right)$ be an arbitrary $t$-structure. The inclusion $i_{\mathcal{T R} \leq n}: \mathcal{T R}^{\leq n} \rightarrow \mathcal{T R}$ admits a right adjoint functor $\tau_{\leq n}$ and the inclusion $i_{\mathcal{T R}^{\geq n}}: \mathcal{T R}{ }^{\geq n} \rightarrow \mathcal{T R}$ admits a left adjoint functor $\tau_{\geq n}$. For any $E \in \mathcal{T R}$ there is an exact triangle

$$
\begin{equation*}
\tau_{\leq 0} E \rightarrow E \rightarrow \tau_{\geq 1} E \xrightarrow{+} . \tag{2.6}
\end{equation*}
$$

Proof. See [10, Proposition 1.3.3].
Lemma 2.5.22. Let $E \in \mathcal{T} \mathcal{R}$, then $\left(\tau_{\leq n+m} E\right)[m]=\tau_{\leq n}(E[m])$ and additionally $\left(\tau_{\geq n+m} E\right)[m]=\tau_{\geq n}(E[m])$.
Proof. Let $X \in \mathcal{T} \mathcal{R}^{\leq n}$. We have

$$
\begin{array}{r}
\left.\left.\operatorname{Hom}\left(\tau_{\leq n+m} E\right)[m], X\right)=\operatorname{Hom}\left(\tau_{\leq n+m} E\right), X[-m]\right)= \\
\operatorname{Hom}\left(E, i_{\mathcal{T R}^{n+m}}(X[-m])\right)=\operatorname{Hom}(E, X[-m])=\operatorname{Hom}(E[m], X),
\end{array}
$$

providing $\left(\tau_{\leq n+m} E\right)[m]=\tau_{\leq n}(E[m])$. Similarly one proves that $\left(\tau_{\geq n+m} E\right)[m]=$ $\tau_{\geq n}(E[m])$.

Lemma 2.5.23. For any $E \in \mathcal{T} \mathcal{R}$ there is an exact triangle

$$
\begin{equation*}
\tau_{\leq n} E \rightarrow E \rightarrow \tau_{\geq n+1} E \xrightarrow{+} . \tag{2.7}
\end{equation*}
$$

Proof. From lemma 2.5 .21 we obtain that for $E \in \mathcal{T R}, E[n]$ fits into the exact triangle

$$
\tau_{\leq 0}(E[n]) \rightarrow E[n] \rightarrow \tau_{\geq 1}(E[n]) \xrightarrow{+}
$$

which, by lemma 2.5.22, equals to

$$
\left(\tau_{\leq n} E\right)[n] \rightarrow E[n] \rightarrow\left(\tau_{\geq n+1} E\right)[n] \xrightarrow{+}
$$

Applying $[-n]$ to this we obtain the exact triangle

$$
\tau_{\leq n} E \rightarrow E \rightarrow \tau_{\geq n+1} E \xrightarrow{+},
$$

which finishes the proof.

Lemma 2.5.24. If $\operatorname{Hom}(Y, T)=0$ for all $T \in \mathcal{T} \mathcal{R}^{\geq n+1}$ then $Y \in \mathcal{T} \mathcal{R}^{\leq n}$. If $\operatorname{Hom}\left(T^{\prime}, X\right)=0$ for all $T^{\prime} \in \mathcal{T} \mathcal{R}^{\leq m}$ then $X \in \mathcal{T} \mathcal{R}^{\geq m+1}$.

Proof. From $\operatorname{Hom}(Y, T)=0$ for any $T \in \mathcal{T} \mathcal{R}^{\geq n+1}$, considering that by definition $\tau_{\geq n+1} Y \in \mathcal{T} \mathcal{R}^{\geq n+1}$, we obtain that $\operatorname{Hom}\left(Y, \tau_{\geq n+1} Y\right)=0$. Since $\tau_{\leq n} Y[1] \in \mathcal{T} \mathcal{R}^{\leq n}$ we additionally obtain that $\operatorname{Hom}\left(\left(\tau_{\leq n} \bar{Y}\right)[1], \tau_{\geq n+1} Y\right)=0$. Now using the exact triangle 2.7 from 2.5 .23 we obtain the exact sequence

$$
\operatorname{Hom}\left(\left(\tau_{\leq n} Y\right)[1], \tau_{\geq n+1} Y\right) \rightarrow \operatorname{Hom}\left(\tau_{\geq n+1} Y, \tau_{\geq n+1} Y\right) \rightarrow \operatorname{Hom}\left(Y, \tau_{\geq n+1} Y\right)
$$

implying $\operatorname{Hom}\left(\tau_{\geq n+1} Y, \tau_{\geq n+1} Y\right)=0$ and therefore $\tau_{\geq n+1} Y=0$. The sequence $\tau_{\leq n} Y \rightarrow Y \rightarrow \tau_{\geq n+1} Y$ must therefore equal to $\tau_{\leq n} Y \rightarrow Y \rightarrow 0$, implying $\tau_{\leq n} Y \cong Y$ which is what we wanted to prove. Similarly one obtains that if $\operatorname{Hom}\left(T^{\prime}, X\right)=0$ for all $T^{\prime} \in \mathcal{T} \mathcal{R}^{\leq m}$ then $X \in \mathcal{T} \mathcal{R}^{\geq m+1}$.

Lemma 2.5.25. The categories $\mathcal{T} \mathcal{R}^{\leq n}$ and $\mathcal{T R}^{\geq m}$ are extension closed.
Proof. Let $X \rightarrow Y \rightarrow Z \xrightarrow{+}$ be an exact triangle. Let $X, Z \in \mathcal{T R}^{\leq n}$, then $\operatorname{Hom}(X, T)=\operatorname{Hom}(Z, T)=0$ for all $T \in \mathcal{T R}^{\geq 1}$. Hence we obtain from the exact sequence

$$
\operatorname{Hom}(Z, T) \rightarrow \operatorname{Hom}(Y, T) \rightarrow \operatorname{Hom}(X, T)
$$

that $\operatorname{Hom}(Y, T)=0$. By lemma 2.5.24 this implies $Y \in \mathcal{T} \mathcal{R}^{\leq n}$. This means that $\mathcal{T} \mathcal{R}^{\leq n}$ is extension closed. Similarly one obtains $\mathcal{T} \mathcal{R}^{\geq m}$ extension closed.

For the particular topic that we are interested in throughout this thesis we will need a slightly stronger term.

Definition 2.5.26. A t-structure is "bounded" if $\cup_{n \in \mathbb{Z}} \mathcal{T} \mathcal{R}^{\leq n}=\mathcal{T} \mathcal{R}$ and at the same time $\cup_{n \in \mathbb{Z}} \mathcal{T} \mathcal{R}^{\geq n}=\mathcal{T} \mathcal{R}$.

We also need the notion of a heart of a t-structure.
Definition 2.5.27. The heart of a t-structure $\left(\mathcal{T}^{\leq 0}, \mathcal{T} \mathcal{R}^{\geq 1}\right)$ on a triangulated category $\mathcal{T R}$ is the category $\mathcal{T} \mathcal{R}^{\leq 0} \cap \mathcal{T} \mathcal{R}^{\geq 0}$.

There is a first - immediate - implication of this definition which will be useful at a later stage.

Lemma 2.5.28. Let $H$ be the heart of a t-structure on $\mathcal{T R}$. Then $H$ is closed under isomorphisms in $\mathcal{T} \mathcal{R}$.

Proof. This is implied by the strictness of the inclusion of the subcategories out of which $H$ is obtained (see definition 2.5.20)

In the following we will prove that the heart of a t-structure is actually an abelian category. This fact was proved by Beilinson, Bernstein and Deligne in [10]. The proof is broken down into the following series of lemmas.

Lemma 2.5.29. Let $H$ be the heart of a $t$-structure on $\mathcal{T} \mathcal{R}$. Then we have $\operatorname{Hom}^{<0}(E, F)=0$ for $E, F \in H$.

Proof. By definition $H=\mathcal{T} \mathcal{R}^{\leq 0} \cap \mathcal{T} \mathcal{R}^{\geq 0}$ for a t-structure $\mathcal{T} \mathcal{R}^{\leq 0}, \mathcal{T} \mathcal{R}^{\geq 1}$ on $\mathcal{T R}$. Then for $E, F \in H$ we have $E \in \mathcal{T} \mathcal{R}^{\leq 0} \cap \mathcal{T} \mathcal{R}^{\geq 0} \subset \mathcal{T} \mathcal{R}^{\leq 0}$ and $F \in \mathcal{T} \mathcal{R}^{\leq 0} \cap \mathcal{T} \mathcal{R}^{\geq 0} \subset \mathcal{T} \mathcal{R}^{\geq 0}$. Hence $F[-m] \in \mathcal{T} \mathcal{R}^{\geq m} \subset \mathcal{T} \mathcal{R}^{\geq 1}$ for any positive integer $m$ since $\mathcal{T} \mathcal{R}^{\geq m} \subset \mathcal{T} \mathcal{R}^{\geq m-1} \subset \ldots \subset \mathcal{T} \mathcal{R}^{\geq 1}$. That means $\operatorname{Hom}^{-m}(E, F)=\operatorname{Hom}(E, F[-m])=0$ as $\operatorname{Hom}\left(\mathcal{T} \mathcal{R}^{\leq 0}, \mathcal{T} \mathcal{R}^{\geq 1}\right)=0$. We obtain $\operatorname{Hom}^{<0}(E, F)=0$.

Lemma 2.5.30. Let $a \leq b$ and $X \in \mathcal{T} \mathcal{R}$. Then $\tau_{\geq a} \tau_{\leq b} X=\tau_{\leq b} \tau_{\geq a} X$.
Proof. See [10, Proposition 1.3.5].
Remark 2.5.31. Note that the condition $a \leq b$ of lemma 2.5.30 is not necessary for the statement to hold true. This is a somewhat unusual way of stressing that only with the condition $a \leq b$ holding, one actually obtains an interesting result - in cases where the condition does not hold, both compositions of the two functors are just zero and hence trivially equal to each other.

Lemma 2.5.32. If $X \in \mathcal{T} \mathcal{R}^{\leq n}$ then $\tau_{\geq m} X \in \mathcal{T} \mathcal{R}^{\leq n}$. If $X \in \mathcal{T} \mathcal{R}^{\geq n}$ then $\tau_{\leq m} X \in \mathcal{T} \mathcal{R}^{\geq n}$.

Proof. If $X \in \mathcal{T} \mathcal{R}^{\leq n}$ then $X \cong \tau_{\leq n} X$. Hence, using lemma 2.5.30, we obtain

$$
\tau_{\geq m} X \cong \tau_{\geq m} \tau_{\leq n} X=\tau_{\leq n} \tau_{\geq m} X
$$

This means that $\tau_{\geq m} X \cong \tau_{\leq n} \tau_{\geq m} X$ implying $\tau_{\geq m} X \in \mathcal{T} \mathcal{R}^{\leq n}$. Similarly one proves that $\tau_{\leq m} X \in \mathcal{T} \mathcal{R}^{\geq n}$ for $X \in \mathcal{T} \mathcal{R}^{\geq n}$.

With the preparations we have made up to this point we are now able to prove the following theorem that has been introduced by Beilinson, Bernstein and Deligne.

Theorem 2.5.33. The heart $H$ of a $t$-structure $\left(\mathcal{T R}^{\leq 0}, \mathcal{T} \mathcal{R}^{\geq 1}\right)$ is an abelian category.

Proof. [10, Theorem 1.3.6] Let $f: A \rightarrow B$ be a morphism in $H$. We will show that it has a kernel and a cokernel in $\mathcal{A}$. For the morphism $f$ there is an object $S \in \mathcal{T R}$ such that $A \xrightarrow{f} B \rightarrow S \xrightarrow{+}$ is an exact triangle. We have $S \in \mathcal{T} \mathcal{R}^{\leq 0} \cap \mathcal{T} \mathcal{R}^{\geq-1}$ by lemma 2.5.25. Let $C=\tau_{\geq 0} S$, then, since by lemma 2.5 .32 we have $C=\tau_{\geq 0} S \in \mathcal{T} \mathcal{R}^{\leq 0}$, we obtain $C \in \mathcal{A}$. We compose $B \rightarrow S$ from the exact triangle $A \xrightarrow{f} B \rightarrow S \xrightarrow{+}$ with the canonical map $S \rightarrow \tau_{\geq 0} S$ which equals to $S \rightarrow C$ and obtain a map $B \rightarrow C$. Let $X \in H$ and consider the exact sequence

$$
\operatorname{Hom}(A[1], X) \rightarrow \operatorname{Hom}(S, X) \rightarrow \operatorname{Hom}(B, X) \rightarrow \operatorname{Hom}(A, X)
$$

We have $\operatorname{Hom}(A[1], X)=\operatorname{Hom}(A, X[-1])=0$ due to lemma 2.5.29 and additionally $\operatorname{Hom}(S, X)=\operatorname{Hom}\left(S, i_{\mathcal{T} \mathcal{R}^{\geq 0}} X\right)=\operatorname{Hom}\left(\tau_{\geq 0} S, X\right)=\operatorname{Hom}(C, X)$ which combined provides us with the exact sequence

$$
0 \rightarrow \operatorname{Hom}(C, X) \rightarrow \operatorname{Hom}(B, X) \rightarrow \operatorname{Hom}(A, X)
$$

This proves that $B \rightarrow C$ is the cokernel of $f$. Similarly we define $K=$ $\left.\left(\tau_{\leq-1} S\right)[-1]\right)$ which, again by lemma 2.5 .25 and lemma 2.5 .32 is in $H$. As before we obtain a morphism $K \rightarrow A$ this time via the exact triangle $S[-1] \rightarrow A \rightarrow B \xrightarrow{+}$. Applying lemma 2.5 .22 to see that, on one hand we have $\operatorname{Hom}(X, S[-1])=\operatorname{Hom}\left(X,\left(\tau_{\leq-1} S\right)[-1]\right)$ and lemma 2.5 .29 to see that on the other, we have $\operatorname{Hom}(X, B[-1])=0$ we obtain that the sequence

$$
\operatorname{Hom}(X, B[-1]) \rightarrow \operatorname{Hom}(X, S[-1]) \rightarrow \operatorname{Hom}(X, A) \rightarrow \operatorname{Hom}(X, B),
$$

equals to

$$
0 \rightarrow \operatorname{Hom}(X, K) \rightarrow \operatorname{Hom}(X, A) \rightarrow \operatorname{Hom}(X, B)
$$

Hence $K \rightarrow A$ is the kernel of $f$. To complete the proof we need to show that $f$ is strict - this means that the canonical morphism between the coimage and the image of $f$ is an isomorphism. Consider the following diagram in which the left and the right triangle are exact triangles and the upper and the lower triangle commutative diagrams:


By the octahedron axiom for triangulated categories we obtain an object $I \in \mathcal{T R}$ and the following diagram in which the left and the right triangle are commutative diagrams while the upper and the lower triangle are exact triangles:


This means that we obtain the exact triangles

$$
\begin{equation*}
I \rightarrow B \rightarrow C \xrightarrow{+} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
K \rightarrow A \rightarrow I \xrightarrow{+} . \tag{2.9}
\end{equation*}
$$

Applying similar techniques to the ones we used before we see that we now obtain that $\operatorname{coim}(f)=\operatorname{coker}(K \rightarrow A)=\tau_{\geq 0}(I)$ and moreover that at the same time we have $\operatorname{im}(f)=\operatorname{ker}(B \rightarrow C)=\left(\tau_{\leq-1} I[1]\right)[-1]=\tau_{\leq 0} I$. From (2.9) we obtain the exact triangle $A \rightarrow I \rightarrow K[1] \xrightarrow{+}$ and as $A \in \mathcal{T} \mathcal{R}^{\leq 0}$ and $K[1] \in \mathcal{T} \mathcal{R}^{\leq-1} \subset \mathcal{T} \mathcal{R}^{\leq 0}$ we have $I \in \mathcal{T} \mathcal{R}^{\leq 0}$ by lemma 2.5.25. Similarly, combining 2.8 with lemma 2.5 .25 we obtain $I \in \mathcal{T} \mathcal{R}^{\geq 0}$. Hence $\operatorname{im}(f)=$ $\tau_{\leq 0} I \cong \tau_{\geq 0}=\operatorname{coim}(f)$. Then we obtain $f=(I \rightarrow B) \circ \operatorname{id}_{I} \circ(A \rightarrow I)$. Let $\tilde{f}$ be the morphism coim $f \rightarrow \operatorname{im} f$ induced by $f$. We obtain ( $\tau_{\leq 0} I \xrightarrow{\cong}$ $I) \circ \widetilde{f} \circ\left(I \stackrel{\cong}{\rightrightarrows} \tau_{\geq 0} I\right)=\operatorname{id}_{I}$ and hence $\tilde{f}$ has to be an isomorphism which proves that $f$ is strict.

The motivating example for $t$-structures is the standard $t$-structure on the bounded derived category of an abelian category. It is straightforward, that the following definition fulfils the conditions of definition 2.5.20. The t-structure is moreover bounded (definition 2.5.26).

Definition 2.5.34. For a bounded derived category $\mathcal{D}$ of an abelian category $\mathcal{A}$, we define the "standard t -structure" by letting $\mathcal{D} \leq 0$ be the full subcategory of $\mathcal{D}$ such that $\operatorname{obj}\left(\mathcal{D}^{\leq 0}\right)=\left\{E \in \operatorname{obj}(\mathcal{D}) \mid H^{i}(E)=0, i>0\right\}$ and $\mathcal{D}^{\geq 0}$ be the full subcategory of $\mathcal{D}$ such that $\operatorname{obj}\left(\mathcal{D}^{\geq 0}\right)=\left\{E \in \operatorname{obj}(\mathcal{D}) \mid H^{i}(E)=0, i<0\right\}$ where $H^{i}$ is the standard cohomology.
Example 2.5.35. The heart of the standard $t$-structure of $\mathcal{D}$ is the underlying abelian category $\mathcal{A}$ itself. Therefore, in the context of t-structures, $\mathcal{A}$ is sometimes referred to as the "standard heart".

In [18], Bridgeland proved the following crucial lemma, that provides the connection between stability functions and pre-stability conditions as defined in 2.5.17

Lemma 2.5.36. To give a pre-stability condition on a triangulated category $\mathcal{T} \mathcal{R}$ is equivalent to giving a bounded $t$-structure on $\mathcal{T R}$ and a stability function on its heart with the Harder-Narashiman property.

Proof. See [18, Proposition 5.3].
We can now produce the standard example of a pre-stability condition in the language of t -structures and stability functions. It was introduced by Bridgeland in [18.

Example 2.5.37. Let $\mathcal{A}$ be the abelian category of coherent $\mathcal{O}_{C}$-modules on a non-singular projective curve $C$ over an algebraically closed field $k$ of characteristic zero. Let a stability function $Z: \mathcal{K}(\mathcal{A}) \rightarrow \mathbb{C}$ given by

$$
Z(E)=-\operatorname{deg}(E)+i \operatorname{rank}(E)
$$

as in example 2.4.5. Then $(Z, \mathcal{A})$ is a pre-stability condition on $\mathcal{D}^{b}(\mathcal{A})$. (see [18, Example 5.4]).

The stability condition from example 2.5 .37 will play an important role in later investigations. Therefore we introduce the following definition.

Definition 2.5.38. The stability function $Z$ from example 2.5 .37 will be referred to as $Z_{\mu}$. The resulting pre-stability condition $\left(Z_{\mu}, \mathcal{A}\right)$ will be referred to as $\sigma_{\mu}$.

Lemma 2.5.36 provides the connection between pre-stability conditions and stability functions. However, as a tool to study stability conditions, the relation between stability conditions and t -structures is much more essential. This is very important, as the approach to find new stability conditions may consist in finding new t-structures using lemma 2.5.36. In fact we will, throughout this thesis, often make use of the observation provided by lemma 2.5.36.

Having introduced stability conditions as hearts of t-structures with stability functions on them we can extend our definition of $\phi$.

Definition 2.5.39. Let $\sigma=(Z, \mathcal{H})$ where $\mathcal{H}$ is the heart of a bounded t-structure on $\mathcal{D}$ and $Z$ a stability function on $\mathcal{H}$, then we define for $E \in \mathcal{H}$

$$
\phi_{\sigma}(E)=\arg (Z(E)) .
$$

Lemma 2.5.40. If $\sigma$ as in definition 2.5.39, $\sigma=(\mathcal{P}, Z)$ and $E$ is semistable with regard to $\sigma$ then definitions 2.5 .39 and 2.5 .4 coincide.

Proof. This is due to the compatibility between the central $Z$, that the stability function extends to and $\mathcal{P}$.

The connection between pairs of slicings and central charges on one hand and t-structures and stability functions on the other hand provided by lemma 2.5.36 also allows us to extend concepts from one set of data to the other. We can now link our concept of a standard t-structure into that of a slicing.

Definition 2.5.41. We define a "standard slicing" on $\mathcal{D}$, the bounded derived category of an abelian category $\mathcal{A}$, to be a slicing $\mathcal{P}$ for which we have $\mathcal{P}(0,1]=\mathcal{A}$.

The connection is now provided by the following remark.
Remark 2.5.42. Note that if $\mathcal{P}$ is the slicing of a pre-stability condition, for which the corresponding t -structure is the standard t -structure defined in 2.5 .34 , then $\mathcal{P}$ is a standard slicing. In other words, $\mathcal{P}(0,1]$ is the standard heart of example 2.5.35.

Definition 2.5.43. A pre-stability condition $\sigma=(Z, H)$ satisfies the "support property" if there is a symmetric bilinear form $Q$ on $\Lambda \otimes \mathbb{R}=\Lambda_{\mathbb{R}}$ such that

1. All $\sigma$-semistable objects $E \in H$ satisfy $Q(v(E), v(E)) \geq 0$.
2. All non zero vectors $v \in \Lambda_{\mathbb{R}}$ with $Z(v)=0$ satisfy $Q(v, v)<0$.

Now we can conclude this section by providing the definition of a stability condition.

Definition 2.5.44. A pre-stability condition $\sigma=(Z, H)$ on a triangulated category $\mathcal{T} \mathcal{R}$ that satisfies the support property is called a "stability condition".

Remark 2.5.45. Note that stability conditions as defined in 2.5 .44 are also referred to as "Bridgeland stability conditions".

The following lemma provides that the conditions for the support property can be relaxed for its purposes.

Lemma 2.5.46. It suffices to assume all $\sigma$-stable objects $E \in H$ satisfy $Q(v(E), v(E)) \geq 0$ in definition 2.5.43.

Proof. See [8, Lemma 11.6].
Definition 2.5.47. A pre-stability condition is discrete if the image of $Z$ is a discrete subgroup of $\mathbb{C}$.

Finally we have the following important features.
Definition 2.5.48. Define $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ to be the universal cover of $\mathrm{GL}_{2}^{+}(\mathbb{R})$.
Remark 2.5.49. In [18] Bridgeland explained that $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ should be thought of as pairs $(T, f)$ where $f: \mathbb{R} \rightarrow \mathbb{R}$ is an increasing map with $f(\phi+1)=$ $f(\phi)+1$ and $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is an orientation-preserving linear isomorphism, such that the induced maps on $S^{1}=\mathbb{R} / 2 \mathbb{Z}$ coincide. More concretely we can say

$$
M \exp (i \pi f(t)) \in \mathbb{R}_{>0} \exp (i \pi t)
$$

where - in slight abuse of notation - identify the number $\exp (i \pi f(t)) \in \mathbb{C}$ with the vector $(\cos (i \pi f(t)), \sin (i \pi f(t))) \in \mathbb{R}^{2}$ such that we can multiply it by $M=T^{-1}$.

Lemma 2.5.50. There is a (right) action of $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ on $\operatorname{pre} \operatorname{Stab}(\mathcal{T} \mathcal{R})$ given by $\sigma g=\left(T^{-1} \circ Z, \mathcal{P}(f(\phi))\right)$, where $\sigma=(\mathcal{P}, Z) \in \operatorname{Stab}(\mathcal{T R})$ and $g=(T, f) \in$ $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$.

Proof. See [18, lemma 8.2].
Using the language we have just introduced, Macrí has - generalising a result by Bridgeland ([18, theorem 9.1]) - proved the following crucial result on the stability space of $\mathcal{D}^{b}(\operatorname{Coh}(C))$. A lot of the content of this thesis is based on it.

Theorem 2.5.51. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is a smooth projective curve, then the action of $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ is free and transitive so that

$$
\operatorname{Stab}(\mathcal{D}) \cong \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})
$$

Proof. See [18, Theorem 9.1] and [45, Theorem 2.7].
Remark 2.5.52. Note that theorem 2.5.51 implies that for $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is a smooth projective curve and any $\sigma \in \operatorname{Stab}(\mathcal{D})$ the semistable objects are simply (shifts of) the $\mu$-stable objects in $\mathcal{A}$, as $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ in this situation merely changes the numbering of the slices.

Definition 2.5.53. Define $\operatorname{Aut}(\mathcal{T R})$ to be the group of exact autoequivalences of $\mathcal{T} \mathcal{R}$.

Lemma 2.5.54. There is a (left) action by isometries of the group $\operatorname{Aut}(\mathcal{T R})$ on $\operatorname{pre} \operatorname{Stab}(\mathcal{T} \mathcal{R})$, given by $\Phi(\sigma)=\left(\Phi(\mathcal{P}), Z \circ \Phi^{-1}\right)$, where $\sigma=(\mathcal{P}, Z) \in$ $\operatorname{Stab}(\mathcal{T R})$ and $\Phi \in \operatorname{Aut}(\mathcal{T} \mathcal{R})$. These two actions commute.

Proof. See [18, Lemma 8.2].
The connection of both actions with the support property is crucial.
Lemma 2.5.55. Let $\sigma \in \operatorname{Stab}(\mathcal{T} \mathcal{R}), g \in{\widetilde{\mathrm{GL}_{2}}}^{+}(\mathbb{R})$ and $\Phi \in \operatorname{Aut}(\mathcal{T} \mathcal{R})$, then

$$
\Phi \sigma g \in \operatorname{Stab}(\mathcal{T} \mathcal{R})
$$

Proof. Let $Q$ be a quadratic form such that $\sigma$ satisfies the support property with respect to $Q$. The result now follows from the definition of the action of $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ given in lemma 2.5.50 and $\Phi \in \operatorname{Aut}(\mathcal{T} \mathcal{R})$ given in lemma 2.5.54. Then, $\sigma g$ satisfies the support property with respect to the quadratic form $Q$ and $\Phi \sigma$ with respect to $Q \circ \Phi^{-1}$.

### 2.6 Topology of Stab

Previously we have established the set of stability conditions on $\mathcal{T} \mathcal{R}$. We can, however, say more - in [18], Bridgeland has defined a generalised metric on the set of stability conditions on $\mathcal{T} \mathcal{R}$, that gives this set the structure of a topological space and that we will now introduce. In doing this, we will in fact only look at those stability conditions that fulfil a certain criterion called locally finiteness, which explains definition 2.5.17.

And hence we can define the stability space of a triangulated category as
Notation 2.6.1. By $\operatorname{Stab}(\mathcal{T} \mathcal{R})$ we denote the set of locally finite stability conditions on the triangulated category $\mathcal{T} \mathcal{R}$.

Remark 2.6.2. Note that the locally finiteness is a requirement for the proof of corollary 2.6 .8 and will therefore give the stability space a somewhat nicer structure.

By defining a topology on the set of stability conditions on a triangulated category $\mathcal{T} \mathcal{R}$ one obtains a topological space - this is what we call the stability space of $\mathcal{T R}$. This topology is induced by the generalised metric that will be defined next. Prior to this we will clarify what we mean by a generalised metric as there does not seem to be a common definition - the ways different authors define generalised metrics differ quite significantly in fact.

Definition 2.6.3. A "generalised metric" is a map $d(-,-): S \rightarrow[0, \infty]$, defined on a set $S$, with the properties:

1. $d\left(\sigma_{1}, \sigma_{2}\right)=0$ if and only if $\sigma_{1}=\sigma_{2}$;
2. $d\left(\sigma_{1}, \sigma_{2}\right)=d\left(\sigma_{2}, \sigma_{1}\right)$;
3. $d\left(\sigma_{1}, \sigma_{3}\right) \leq d\left(\sigma_{1}, \sigma_{2}\right)+d\left(\sigma_{2}, \sigma_{3}\right)$
for any $\sigma_{1}, \sigma_{2}, \sigma_{3} \in S$.
Remark 2.6.4. Note that other authors do not necessarily assume $d\left(\sigma_{1}, \sigma_{2}\right)=$ 0 implies $\sigma_{1}=\sigma_{2}$ and the second axiom of 2.6.3.

Definition 2.6.5. For stability conditions $\sigma_{1}=\left(Z_{1}, \mathcal{P}_{1}\right)$ and $\sigma_{2}=\left(Z_{2}, \mathcal{P}_{2}\right)$ we denote by $\phi_{\sigma_{i}}^{+}$and $\phi_{\sigma_{i}}^{-}$the $\phi^{+}$and $\phi^{-}$defined in 2.5.2 of an $E \in \mathcal{T R}$ for the particular slicing $\mathcal{P}_{i}$ of $\sigma_{i}$. Similarly we denote by $m_{\sigma_{i}}$ the $m$ defined in 2.5.17 for the central charge $Z_{i}$ of $\sigma_{i}$. Define

$$
d\left(\sigma_{1}, \sigma_{2}\right)=\sup _{0 \neq E \in \mathcal{T} R}\left\{\left|\phi_{\sigma_{1}}^{-}(E)-\phi_{\sigma_{2}}^{-}(E)\right|,\left|\phi_{\sigma_{1}}^{+}(E)-\phi_{\sigma_{2}}^{+}(E)\right|,\left|\ln \left(\frac{m_{\phi_{\sigma_{2}}}}{m_{\phi_{\sigma_{1}}}}\right)\right|\right\}
$$

Lemma 2.6.6. The mapping $d(-,-): \operatorname{Stab}(\mathcal{T} \mathcal{R}) \times \operatorname{Stab}(\mathcal{T} \mathcal{R}) \rightarrow \mathbb{R}_{\geq 0} \subset \mathbb{R}$ defined in 2.6.5 defines a generalised metric on $\operatorname{Stab}(\mathcal{T R})$.

Proof. To prove the first axiom of definition 2.6.3, on observes that

$$
d\left(\sigma_{1}, \sigma_{1}\right)=\sup _{0 \neq E \in \mathcal{T} \mathcal{R}}\left\{\left|\phi_{\sigma_{1}}^{-}(E)-\phi_{\sigma_{1}}^{-}(E)\right|,\left|\phi_{\sigma_{1}}^{+}(E)-\phi_{\sigma_{1}}^{+}(E)\right|,\left|\ln \left(\frac{m_{\phi_{\sigma_{1}}}}{m_{\phi_{\sigma_{1}}}}\right)\right|\right\}=0
$$

for any $\sigma_{1} \in \operatorname{Stab}(\mathcal{T} \mathcal{R})$. To prove that $d\left(\sigma_{1}, \sigma_{2}\right)=0$ implies $\sigma_{1}=\sigma_{2}$ one notes that $d\left(\sigma_{1}, \sigma_{2}\right)=0$ implies $\phi_{\sigma_{1}}^{-}(E)=\phi_{\sigma_{2}}^{-}(E)$ and $\phi_{\sigma_{1}}^{+}(E)=\phi_{\sigma_{2}}^{+}(E)$. Hence an object is semistable with regard to $\sigma_{1}$ if and only if it is semistable with regard to $\sigma_{2}$. This means that $\mathcal{P}_{1}=\mathcal{P}_{2}$. Since $d\left(\sigma_{1}, \sigma_{2}\right)$ additionally implies that $m_{\sigma_{1}}(E)=m_{\sigma_{2}}(E)$ for any $E \in \mathcal{T} \mathcal{R}$, one concludes that the central charges of $\sigma_{1}$ and of $\sigma_{2}$ agree on the semistable objects. The semistable objects, on the other hand, generate $\mathcal{N}(\mathcal{T} \mathcal{R})$ and hence $Z_{1}=Z_{2}$ due to the fact that the central charge is a homomorphism of groups. We conclude that $\sigma_{1}=\sigma_{2}$.

Is is directly due to the properties of the absolute value, that the second axiom holds. The third axiom follows from the triangle inequality of $\mathbb{R}$.

There is more about the topological features of $\operatorname{Stab}(\mathcal{T R})$. Bridgeland proved a crucial fact, which allows us to formulate the following theorem and a direct implication. Besides Bridgeland's paper [18] from which this is taken, we refer to [5, Section 5.5] for a sketch of the proof.

Theorem 2.6.7. Let $\mathcal{T} \mathcal{R}$ be a triangulated category. For each connected component $\Sigma \subset \operatorname{Stab}(\mathcal{T R})$ there is a linear subspace $V(\Sigma) \subset \operatorname{Hom}(\Lambda, \mathbb{C})$ with a well-defined linear topology and a local homeomorphism $\mathcal{Z}$, given by

$$
\begin{array}{r}
\mathcal{Z}: \Sigma \rightarrow V(\Sigma) \\
\mathcal{Z}(\sigma)=Z,
\end{array}
$$

where $\sigma=(\mathcal{P}, Z)$.
Proof. See [18, Theorem 1.2].
Corollary 2.6.8. Each connected component of the stability space $\operatorname{Stab}(\mathcal{T} \mathcal{R})$ of a triangulated category $\mathcal{T R}$ is a complex manifold.

Proof. This is an implication of 2.6 .7 - see [18, Section 1].

The aim in dealing with stability conditions is, hence, to reach a full description of the stability space of the particular triangulated category one is interested in. This provides an interesting invariant and therefore bares information about the triangulated category itself. The particular example that we are interested in is to compute the stability space of the bounded derived category $\mathcal{D}^{\uparrow}$ of the arrow category $\mathcal{A}^{\uparrow}$ of an abelian category $\mathcal{A}$. More precisely are we interested in the stability space of the triangulated category $\mathcal{D}^{b}\left(\operatorname{Coh}(C)^{\uparrow}\right)$, it will be our aim to research it throughout the following chapters.

## 3 CP-Gluing

This section aims at the introduction of a technique to compute stability conditions. At a pre-Serre functor level (see section 4) we can compute stability conditions using the technique of CP -gluing and hence obtain prestability conditions. The CP-gluing-technique, introduced by Collins and Polishchuk (CP) in [21], can be thought of as a special case of recollement which will be introduced in the subsequent section. There is, however, a fundamental difference - to be able to set up recollement in our case one requires the existence of a Serre functor, which is a crucial concept that simplifies many problems. However, this section develops the theory entirely without it. The section is joint work with Eva Martínez and Alejandra Rincón.

### 3.1 The CP-gluing-technique

This chapter provides the background theory regarding the technique of CPgluing t -structures on a triangulated category from t -structures of certain triangulated subcategories that sit particularly nicely in the triangulated category one started with. Lemma 3.1 .4 will clarify what this means.
Lemma 3.1.1. Let $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T R}^{1}\right), i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right)\right\rangle$. The exact triangle

$$
i_{2}\left(E_{2}\right) \rightarrow E \rightarrow i_{1}\left(E_{1}\right) \xrightarrow{+}
$$

of definition 2.1.6 is unique up to isomorphisms of exact triangles.
Proof. For $E \in \mathcal{T} \mathcal{R}$ consider exact triangles

$$
i_{2}\left(E_{2}\right) \xrightarrow{u} E \xrightarrow{v} i_{1}\left(E_{1}\right) \xrightarrow{+}
$$

and

$$
i_{2}\left(E_{2}^{\prime}\right) \xrightarrow{u^{\prime}} E \xrightarrow{v^{\prime}} i_{1}\left(E_{1}^{\prime}\right) \xrightarrow{+}
$$

with $E_{1}, E_{1}^{\prime} \in \mathcal{T} \mathcal{R}^{1}$ and $E_{2}, E_{2}^{\prime} \in \mathcal{T} \mathcal{R}^{2}$. This gives

$$
v^{\prime} \circ \operatorname{id}_{E} \circ u \in \operatorname{Hom}\left(i_{2}\left(E_{2}\right), i_{1}\left(E_{1}^{\prime}\right)\right) \subset \operatorname{Hom}\left(i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right), i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right)\right)=0
$$

by definition 2.1.6. By [32, Lemma 1.6] there are now morphisms $f$ and $g$ such that the diagram

is a morphism of triangles. Since we have

$$
\begin{equation*}
\operatorname{Hom}\left(i_{2}\left(E_{2}\right), i_{1}\left(E_{1}^{\prime}\right)[-1]\right) \subset \operatorname{Hom}\left(\mathcal{T} \mathcal{R}^{2}, \mathcal{T} \mathcal{R}^{1}\right)=0 \tag{3.1}
\end{equation*}
$$

again using definition 2.1.6, it is also implied in [32, Lemma 1.6], that $f$ and $g$ are unique. To prove that $f$ and $g$ are indeed isomorphisms, we extend the above diagram to

and obtain a morphism of triangles

$$
\begin{array}{ccc}
i_{2}\left(E_{2}\right) \xrightarrow{u} & E \xrightarrow{v} & i_{1}\left(E_{1}\right) \xrightarrow{+} \\
\downarrow_{f^{\prime} \circ f} & & \text { id }_{E} \\
& \downarrow_{g^{\prime} \circ g} \\
i_{2}\left(E_{2}\right) \xrightarrow{u} & E \xrightarrow{v} & i_{1}\left(E_{1}\right) \xrightarrow{+}
\end{array}
$$

by composing the vertical arrows. On the other hand,

$$
\begin{aligned}
& i_{2}\left(E_{2}\right) \xrightarrow{u} E \xrightarrow{v} i_{1}\left(E_{1}\right) \xrightarrow{+} \\
& \downarrow \operatorname{id}_{i_{2}\left(E_{2}\right)} \quad \operatorname{id}_{E} \quad \downarrow \operatorname{id}_{i_{1}\left(E_{1}\right)} \\
& i_{2}\left(E_{2}\right) \xrightarrow{u} E \xrightarrow{v} i_{1}\left(E_{1}\right) \xrightarrow{+}
\end{aligned}
$$

is a morphism of triangles and since, once again combining definition 2.1.6 with [32, Lemma 1.6], the morphism $\operatorname{id}_{E}$ determines the left and right vertical arrow uniquely, we obtain $f^{\prime} \circ f=\operatorname{id}_{i_{2}\left(E_{2}\right)}$ and $g^{\prime} \circ g=\operatorname{id}_{i_{1}\left(E_{1}\right)}$. Similarly, now using the diagram

we see that $f \circ f^{\prime}=\operatorname{id}_{i_{2}\left(E_{2}\right)}$ and $g \circ g^{\prime}=\operatorname{id}_{i_{1}\left(E_{1}\right)}$. Hence $f$ and $g$ are isomorphisms. This implies that $i_{1}\left(E_{1}\right)$ and $i_{2}\left(E_{2}\right)$ are unique up to isomorphism which finishes the proof since $i_{1}$ and $i_{2}$ are embeddings.

Remark 3.1.2. We can in fact adapt the proof of lemma 3.1.1 to show that the exact triangle (2.7) is unique. This is obtained in the same way as its existence from the uniqueness of the exact triangle (2.6). The uniqueness of (2.6), however, can be seen in the same way as in the case of the semiorthogonal decomposition. A semiorthogonal decomposition is after all a special t-structure for which the condition to be closed under certain shifts is stricter. However, the proof of lemma 3.1.1 only uses the stability under shift to prove (3.1). Since for a t-structure $\left(\mathcal{T}^{\leq 0}, \mathcal{T R}^{\geq 1}\right)$, we have that $\mathcal{T} \mathcal{R}^{\geq 1}$ is - by definition - closed under negative shift however, (3.1) is still true for t -structures.

Lemma 3.1.3. Let $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T}^{1}\right), i_{2}\left(\mathcal{T}^{2}\right)\right\rangle$. For $\lambda_{1}$ and $\rho_{2}$ as in definition 2.1.8, there are identities

$$
\lambda_{1} \circ i_{1} \cong \mathrm{id} \cong \rho_{2} \circ i_{2}
$$

Proof. Let $E_{2} \in \mathcal{T} \mathcal{R}^{2}$. Then

$$
i_{2}\left(E_{2}\right) \rightarrow i_{2}\left(E_{2}\right) \rightarrow 0 \xrightarrow{+}
$$

is an exact triangle in $\mathcal{T} \mathcal{R}$, equal to

$$
i_{2}\left(E_{2}\right) \rightarrow i_{2}\left(E_{2}\right) \rightarrow i_{1}(0) \xrightarrow{+} .
$$

Since $E_{2} \in \mathcal{T} \mathcal{R}^{2}$ and $0 \in \mathcal{T} \mathcal{R}^{1}$ this is the, by lemma 3.1.1 unique, exact triangle that the semiorthogonal decomposition $\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right)\right\rangle$ provides for $i_{2}\left(E_{2}\right)$. Hence $\rho_{2}\left(i_{2}\left(E_{2}\right)\right)=E_{2}$ and in the same manner one sees that $\rho_{2}\left(i_{2}(f)\right)=f$ for a morphism $f$ on $E_{2}$. The proof for $\lambda_{1} \circ i_{1} \cong \mathrm{id}$ is similar.
Lemma 3.1.4. Assume that on the triangulated category $\mathcal{T} \mathcal{R}$ a semiorthogonal decomposition $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T}^{1}\right), i_{2}\left(\mathcal{T}^{2}\right)\right\rangle$ is given. The functor $\rho_{2}$ is the right adjoint to the inclusion $i_{2}: \mathcal{T} \mathcal{R}^{2} \rightarrow \mathcal{T} \mathcal{R}$, and $\lambda_{1}$ is the left adjoint functor to the inclusion $i_{1}: \mathcal{T} \mathcal{R}^{1} \rightarrow \mathcal{T} \mathcal{R}$.
Proof. Let $Y \in \mathcal{T} \mathcal{R}^{2}$ and $X \in \mathcal{T R}$. The semiorthogonal decomposition $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T R}^{2}\right)\right\rangle$ hence provides us with an exact triangle

$$
i_{2}\left(X_{2}\right) \rightarrow X \rightarrow i_{1}\left(X_{1}\right) \xrightarrow{+}
$$

where $X_{1} \in \mathcal{T} \mathcal{R}^{1}$ and $X_{2} \in \mathcal{T} \mathcal{R}^{2}$. Applying the functor $\operatorname{Hom}_{\mathcal{T R}}\left(i_{2}(Y),-\right)$ to this exact triangle provides us with the long exact sequence

$$
\begin{aligned}
\cdots & \rightarrow \operatorname{Hom}\left(i_{2}(Y), i_{1}\left(X_{1}\right)[-1]\right) \rightarrow \operatorname{Hom}\left(i_{2}(Y), i_{2}\left(X_{2}\right)\right) \\
& \rightarrow \operatorname{Hom}\left(i_{2}(Y), X\right) \rightarrow \operatorname{Hom}\left(i_{2}(Y), i_{1}\left(X_{1}\right)\right) \rightarrow \ldots
\end{aligned}
$$

which equals to

$$
0 \rightarrow \operatorname{Hom}\left(i_{2}(Y), i_{2}\left(X_{2}\right)\right) \rightarrow \operatorname{Hom}\left(i_{2}(Y), X\right) \rightarrow 0
$$

since $\left\langle i_{1}\left(\mathcal{T R}^{1}\right), i_{2}\left(\mathcal{T R}^{2}\right)\right\rangle$ is a semiorthogonal decomposition, implying that $\operatorname{Hom}\left(i_{1}\left(\mathcal{T R}^{1}\right), i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right)\right)=0$. Therefore we obtain

$$
\operatorname{Hom}\left(Y, \rho_{2}(X)\right)=\operatorname{Hom}\left(Y, X_{2}\right) \cong \operatorname{Hom}\left(i_{2}(Y), i_{2}\left(X_{2}\right)\right) \cong \operatorname{Hom}\left(i_{2}(Y), X\right)
$$

where $\operatorname{Hom}\left(Y, X_{2}\right) \cong \operatorname{Hom}\left(i_{2}(Y), i_{2}\left(X_{2}\right)\right)$ is provided via the fact that $i_{2}$ is full by definition 2.1.6.

The functoriality, using lemma 3.1.3 is seen by

$$
\operatorname{Hom}_{\mathcal{T} \mathcal{R}}\left(i_{2}(Y), X\right) \xrightarrow{\rho_{2}} \operatorname{Hom}_{\mathcal{T R}^{2}}\left(\rho_{2}\left(i_{2}(Y)\right), \rho_{2}(X)\right) \stackrel{\cong}{\rightrightarrows} \operatorname{Hom}_{\mathcal{T R}^{2}}\left(Y, \rho_{2}(X)\right) .
$$

The proof for $\lambda_{1}$ is similar.

We can compute t-structures and hence in particular bounded t-structures - the type that we are interested in - on a triangulated category via the semiorthogonal decomposition by a method called "CP-gluing" which was introduced by Collins and Polishchuk in [21]. The idea of CP-gluing is to combine the data provided by the hearts of bounded t -structures on both components of the semiorthogonal decomposition and compute a heart of a bounded t-structure on the triangulated category $\mathcal{T} \mathcal{R}$ in this manner.

Lemma 3.1.5. Let $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T}^{2}\right)\right\rangle$ be a semiorthogonal decomposition and $H_{i}$ the hearts of bounded $t$-structures on $\mathcal{T R}^{i}$ for $i=1,2$, such that $\operatorname{Hom}_{\tilde{\mathcal{T}} \mathcal{R}}^{\leq 0}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=0$, then

$$
H=\left\{X \in \mathcal{T R} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\}
$$

is the heart of a bounded $t$-structure on $\mathcal{T} \mathcal{R}$. We will refer to hearts of this kind as "hearts obtained by CP-gluing".

Proof. For the proof of

$$
H=\left\{X \in \mathcal{T R} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\}
$$

being the heart of a t-structure on $\mathcal{T} \mathcal{R}$ see [21, Lemma 2.1]. Note, that also [21, Lemma 2.1] claims that a $t$-structure obtained in this manner is bounded, a proof is not given, we therefore include a proof, provided in 3.1.7.

Remark 3.1.6. Note that the t -structure $\left(\mathcal{T R}^{\leq 0}, \mathcal{T} \mathcal{R}^{\geq 1}\right)$ on $\mathcal{T} \mathcal{R}$ that corresponds to the heart $H$ of lemma 3.1.5 is then given by

$$
\mathcal{T} \mathcal{R}^{\leq 0}=\left\{X \in \mathcal{T} \mathcal{R} \mid \lambda_{1}(X) \in\left(\mathcal{T} \mathcal{R}^{1}\right)^{\leq 0}, \rho_{2}(X) \in\left(\mathcal{T} \mathcal{R}^{2}\right)^{\leq 0}\right\}
$$

and

$$
\mathcal{T} \mathcal{R}^{\geq 1}=\left\{X \in \mathcal{T R} \mid \lambda_{1}(X) \in\left(\mathcal{T} \mathcal{R}^{1}\right)^{\geq 1}, \rho_{2}(X) \in\left(\mathcal{T} \mathcal{R}^{2}\right)^{\geq 1}\right\}
$$

where $\left(\left(\mathcal{T} \mathcal{R}^{i}\right)^{\leq 0},\left(\mathcal{T} \mathcal{R}^{i}\right)^{\geq 1}\right)$ are the t -structures corresponding to the hearts $H_{i}$ on $\mathcal{T} \mathcal{R}^{i}$.

Lemma 3.1.7. Let $\mathcal{T R}=\left\langle i_{1}\left(\mathcal{T R}^{1}\right), i_{2}\left(\mathcal{T R}^{2}\right)\right\rangle$ be a semiorthogonal decomposition and $H_{i}$ the hearts of bounded $t$-structures on $\mathcal{T R}^{i}$ for $i=1,2$. If

$$
H=\left\{X \in \mathcal{T R} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\}
$$

is the heart of a $t$-structure on $\mathcal{T R}$, then that $t$-structure is bounded.

Proof. Recall the definition of boundedness of a t -structure in 2.5.26. Let $E \in \mathcal{T} \mathcal{R}$ then the semiorthogonal decomposition provides us with the exact triangle $i_{2}\left(\rho_{2}(E)\right) \rightarrow E \rightarrow i_{1}\left(\lambda_{1}(E)\right) \xrightarrow{+}$. The definition of $H$ implies that if for an object $E \in \mathcal{T R}$ we have $\lambda_{1}(E) \in\left(\mathcal{T}^{1}\right)^{\leq 0}$ and $\rho_{2}(E) \in\left(\mathcal{T R}^{2}\right)^{\leq 0}$, then $E \in \mathcal{T} \mathcal{R}^{\leq 0}$, where $\mathcal{T} \mathcal{R}^{\leq 0},\left(\mathcal{T} \mathcal{R}^{1}\right)^{\leq 0}$ and $\left(\mathcal{T} \mathcal{R}^{2}\right)^{\leq 0}$ are the categories corresponding to $H, H_{1}$ and $H_{2}$. For any $F \in \mathcal{T} \mathcal{R}$ we have $\lambda_{1}(F) \in \cup_{n \in \mathbb{Z}}\left(\mathcal{T} \mathcal{R}^{1}\right)^{\leq n}$ and $\rho_{2}(F) \in \cup_{n \in \mathbb{Z}}\left(\mathcal{T}^{2}\right)^{\leq n}$ which implies that $F \in \cup_{n \in \mathbb{Z}} \mathcal{T} \mathcal{R}^{\leq n}$ and hence $\cup_{n \in \mathbb{Z}} \mathcal{T} \mathcal{R}^{\leq n}$. The proof is finished by repeating the argument for $\mathcal{T} \mathcal{R}^{\geq n}$.

Lemma 3.1.8. Let $\mathcal{T R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T}^{2}\right)\right\rangle$, be a semiorthogonal decomposition, $E_{1} \in \mathcal{T} \mathcal{R}^{1}$ and $\phi: \mathcal{T} \mathcal{R}^{1} \rightarrow \mathcal{T} \mathcal{R}^{2}$ an equivalence of categories. Assume additionally, that $\rho_{2}$ has a right adjoint functor $\Delta$ and $\Delta \phi$ left adjoint to $\lambda_{1}$ and that $\Delta$ is fully faithful. There exist an exact triangle

$$
i_{2}\left(\phi\left(E_{1}\right)\right) \rightarrow \Delta\left(\phi\left(E_{1}\right)\right) \rightarrow i_{1}\left(E_{1}\right) \xrightarrow{+} .
$$

Proof. Since $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T R}^{1}\right), i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right)\right\rangle$ is a semiorthogonal decomposition, any $F \in \mathcal{T} \mathcal{R}$ can be embedded into an exact triangle

$$
i_{2}\left(\rho_{2}(F)\right) \rightarrow F \rightarrow i_{1}\left(\lambda_{1}(F)\right) \xrightarrow{+} .
$$

If we, on the other hand, now let $F=\Delta\left(\phi\left(E_{1}\right)\right) \in \mathcal{T} \mathcal{R}$, we obtain an exact triangle $i_{2}\left(\rho_{2}\left(\Delta\left(\phi\left(E_{1}\right)\right)\right)\right) \rightarrow \Delta\left(\phi\left(E_{1}\right)\right) \rightarrow i_{1}\left(\lambda_{1}\left(\Delta\left(\phi\left(E_{1}\right)\right)\right)\right) \xrightarrow{+}$. As $\Delta$ was assumed to be fully faithful, so is $\Delta \phi$ since $\phi$ is an equivalence of categories. As, additionally, $\Delta$ is the right adjoint functor of $\rho_{2}$ and $\Delta \phi$ the left adjoint to $\lambda_{1}$, we conclude with [44, Subsection 4.3, Theorem 1] that $\rho_{2} \Delta \cong \mathrm{id}_{\mathcal{T R}^{2}}$ and $\mathrm{id}_{\mathcal{T R}^{1}} \cong \lambda_{1} \Delta \phi$. Hence we obtain an exact triangle $i_{2}\left(\phi\left(E_{1}\right)\right) \rightarrow \Delta\left(\phi\left(E_{1}\right)\right) \rightarrow i_{1}\left(E_{1}\right) \xrightarrow{+}$.
Remark 3.1.9. Subsection 3.2 will see the introduction of an example of such a $\Delta$.
Lemma 3.1.10. Let $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right)\right\rangle$. For $X \in \mathcal{T} \mathcal{R}$ and $i \in \mathbb{Z}$, we have $\left(\lambda_{1}(X)\right)[i]=\lambda_{1}((X)[i])$.
Proof. For any $E_{1} \in \mathcal{T} \mathcal{R}^{1}$ we have

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{T R}^{1}}\left(\left(\lambda_{1}(X)\right)[i], E_{1}\right)=\operatorname{Hom}_{\mathcal{T R}^{1}}\left(\lambda_{1}(X), E_{1}[-i]\right) \\
\cong \operatorname{Hom}_{\mathcal{T R}}\left(X, i_{1}\left(E_{1}[-i]\right)\right)=\operatorname{Hom}_{\mathcal{T R}}\left(X,\left(i_{1}\left(E_{1}\right)\right)[-i]\right) \\
\quad=\operatorname{Hom}_{\mathcal{T R}}\left(X[i], i_{1}\left(E_{1}\right)\right)=\operatorname{Hom}_{\mathcal{T R}^{1}}\left(\lambda_{1}((X)[i]), E_{1}\right)
\end{array}
$$

since $\lambda_{1}$ is the left adjoint functor to $i_{1}$ and $i_{1}$ commutes with the shift functor by definition 2.1.6. This finishes the proof as $E_{1}$ was freely chosen from $\mathcal{T} \mathcal{R}^{1}$.

Lemma 3.1.11. Let $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right)\right\rangle$ be a semiorthogonal decomposition, then the composition $\lambda_{1} i_{2}=0$.
Proof. For any $E_{1} \in \mathcal{T} \mathcal{R}^{1}, E_{2} \in \mathcal{T} \mathcal{R}^{2}$ we obtain

$$
\operatorname{Hom}_{\mathcal{T R}^{1}}\left(\lambda_{1}\left(i_{2}\left(E_{2}\right)\right), E_{1}\right)=\operatorname{Hom}_{\mathcal{T R}}\left(i_{2}\left(E_{2}\right), i_{1}\left(E_{1}\right)\right)=0
$$

since $\lambda_{1}$ is the left adjoint to $i_{1}$ and $\mathcal{T R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right)\right\rangle$ is a semiorthogonal decomposition implying that $\operatorname{Hom}\left(i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right)\right)=0$. This provides us with the required statement, as $E_{1}, E_{2}$ were chosen freely from $\mathcal{T} \mathcal{R}^{1}$ and $\mathcal{T} \mathcal{R}^{2}$.
Lemma 3.1.12. Let $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T R}^{1}\right), i_{2}\left(\mathcal{T R}^{2}\right)\right\rangle$, then

$$
\operatorname{Hom}_{\mathcal{T} \mathcal{R}}^{i}\left(\Delta\left(\phi\left(E_{1}\right)\right), i_{2}\left(E_{2}\right)\right)=0
$$

for any $i \in \mathbb{Z}, E_{1} \in \mathcal{T} \mathcal{R}^{1}$ and $E_{2} \in \mathcal{T} \mathcal{R}^{2}$.
Proof. Since $\lambda_{1}$ is the right adjoint functor of $\Delta \phi$ we obtain

$$
\operatorname{Hom}\left(\Delta\left(\phi\left(E_{1}\right)\right),\left(i_{2}\left(E_{2}\right)\right)[i]\right)=\operatorname{Hom}\left(E_{1}, \lambda_{1}\left(\left(i_{2}\left(E_{2}\right)\right)[i]\right)\right) .
$$

But $\lambda_{1}$ commutes with the shift functor due to lemma 3.1.10 and hence

$$
\begin{array}{r}
\operatorname{Hom}\left(\Delta\left(\phi\left(E_{1}\right)\right),\left(i_{2}\left(E_{2}\right)\right)[i]\right)=\operatorname{Hom}\left(E_{1}, \lambda_{1}\left(\left(i_{2}\left(E_{2}\right)\right)[i]\right)\right) \\
=\operatorname{Hom}\left(E_{1},\left(\lambda_{1}\left(i_{2}\left(E_{2}\right)\right)[i]\right)=\operatorname{Hom}\left(E_{1}, 0\right)=0\right.
\end{array}
$$

as $\lambda_{1} i_{2}=0$ due to lemma 3.1.11.
Theorem 3.1.13. Let $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T}^{1}\right), i_{2}\left(\mathcal{T}^{2}\right)\right\rangle$ be a semiorthogonal decomposition, $E_{1} \in \mathcal{T} \mathcal{R}^{1}$, $E_{2} \in \mathcal{T} \mathcal{R}^{2}$ and $\phi: \mathcal{T R}^{1} \rightarrow \mathcal{T} \mathcal{R}^{2}$ an equivalence of categories. Assume additionally, that there exists a $\Delta$ which is the right adjoint functor of $\rho_{2}$ and for which $\Delta \phi$ is the left adjoint functor to $\lambda_{1}$ and that $\Delta$ is fully faithful. Then

$$
\operatorname{Hom}_{\mathcal{T R}^{2}}^{i}\left(\phi\left(E_{1}\right), E_{2}\right) \cong \operatorname{Hom}_{\mathcal{T}}^{i+1}\left(i_{1}\left(E_{1}\right), i_{2}\left(E_{2}\right)\right)
$$

for any $i \in \mathbb{Z}$.
Proof. Due to lemma 3.1 .8 there is an exact triangle

$$
i_{2}\left(\phi\left(E_{1}\right)\right) \rightarrow \Delta\left(\phi\left(E_{1}\right)\right) \rightarrow i_{1}\left(E_{1}\right) \xrightarrow{+} .
$$

If we apply the functor $\operatorname{Hom}\left(-, i_{2}\left(E_{2}\right)\right)$ to this triangle we obtain an exact sequence

$$
\begin{aligned}
\cdots \rightarrow & \operatorname{Hom}_{\mathcal{T R}}^{i}\left(\Delta\left(\phi\left(E_{1}\right)\right), i_{2}\left(E_{2}\right)\right) \rightarrow \operatorname{Hom}_{\mathcal{T R}}^{i}\left(i_{2}\left(\phi\left(E_{1}\right)\right), i_{2}\left(E_{2}\right)\right) \rightarrow \\
& \operatorname{Hom}_{\mathcal{T R}}^{i+1}\left(i_{1}\left(E_{1}\right), i_{2}\left(E_{2}\right)\right) \rightarrow \operatorname{Hom}_{\mathcal{T R}}^{i+1}\left(\Delta\left(\phi\left(E_{1}\right)\right), i_{2}\left(E_{2}\right)\right) \rightarrow \ldots
\end{aligned}
$$

and $\operatorname{Hom}_{\mathcal{T} \mathcal{R}}^{i}\left(\Delta\left(\phi\left(E_{1}\right)\right), i_{2}\left(E_{2}\right)\right)=\operatorname{Hom}_{\mathcal{T} \mathcal{R}}^{i+1}\left(\Delta\left(\phi\left(E_{1}\right)\right), i_{2}\left(E_{2}\right)\right)=0$ due to lemma 3.1.12. This provides us with the exact sequence

$$
0 \rightarrow \operatorname{Hom}_{\mathcal{T R}}^{i}\left(i_{2}\left(\phi\left(E_{1}\right)\right), i_{2}\left(E_{2}\right)\right) \rightarrow \operatorname{Hom}_{\mathcal{T R}}^{i+1}\left(i_{1}\left(E_{1}\right), i_{2}\left(E_{2}\right)\right) \rightarrow 0
$$

Hence, as $i_{2}$ is fully faithful, we have

$$
\begin{aligned}
\operatorname{Hom}_{\mathcal{T} \mathcal{R}^{2}}^{i}\left(\phi\left(E_{1}\right), E_{2}\right) \cong & \operatorname{Hom}_{\mathcal{T R}}^{i}\left(i_{2}\left(\phi\left(E_{1}\right)\right), i_{2}\left(E_{2}\right)\right) \\
& \cong \operatorname{Hom}_{\mathcal{T R}}^{i+1}\left(i_{1}\left(E_{1}\right), i_{2}\left(E_{2}\right)\right)
\end{aligned}
$$

which finishes the proof.
The following can be seen as an "almost-inverse" of lemma 3.1.5.
Lemma 3.1.14. Let $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T R}^{2}\right)\right\rangle$ be a semiorthogonal decomposition and $H_{i}$ the hearts of bounded $t$-structures on $\mathcal{T} \mathcal{R}^{i}$ for $i=1,2$, such that

$$
H=\left\{X \in \mathcal{T \mathcal { R }} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\}
$$

is the heart of a $t$-structure on $\mathcal{T} \mathcal{R}$, then $\operatorname{Hom}_{\mathcal{T} \mathcal{R}}^{<0}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=0$.
Proof. Apply lemma 2.5.29.
In order to obtain the data that we need to define stability conditions on $\mathcal{T R}$ we need the following observation (that has - without proof - been stated in [21, Equation (2.5)]):

Lemma 3.1.15. Let $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T R}^{2}\right)\right\rangle$ be a semiorthogonal decomposition and $H_{i}$ the hearts of bounded $t$-structures on $\mathcal{T} \mathcal{R}^{i}$ for $i=1,2$, such that $\operatorname{Hom}_{\mathcal{\mathcal { T }} \mathcal{R}}^{\leq 0}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=0$, then

$$
Z(X)=Z_{1}\left(\lambda_{1}(X)\right)+Z_{2}\left(\rho_{2}(X)\right)
$$

defines a stability function on the heart

$$
H=\left\{X \in \mathcal{T} \mathcal{R} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\} .
$$

Proof. The function $Z$ is a homomorphism of groups on $\mathcal{K}(H)$ as every element $X \in \mathcal{K}(H)$ decomposes into a sum of elements of $\mathcal{K}\left(H_{i}\right)$ via the exact triangle $i_{2}\left(X_{2}\right) \rightarrow X \rightarrow i_{1}\left(X_{1}\right) \xrightarrow{+}$. By definition of $H$ we have $X_{1} \in H_{1}$ and $X_{2} \in H_{2}$, since $Z_{1}, Z_{2}$ are stability functions $Z_{1}\left(X_{1}\right), Z_{2}\left(X_{2}\right)$ and hence their sum are in $\mathbb{H}$, therefore $Z(X) \in \mathbb{H}$.

Lemma 3.1.16. Let $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T}^{1}\right), i_{2}\left(\mathcal{T}^{2}\right)\right\rangle$ and $\sigma$ be a stability condition on $\mathcal{T} \mathcal{R}$ obtained by CP-gluing stability conditions $\sigma_{1}$ on $\mathcal{T} \mathcal{R}_{1}$ and $\sigma_{2}$ on $\mathcal{T} \mathcal{R}_{2}$ via the semiorthogonal decomposition $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T R}^{2}\right)\right\rangle$. Let $g=(T, f) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$, then for $\sigma g=(W, H), \sigma_{1} g=\left(W_{1}, H_{1}\right)$ and $\sigma_{2} g=$ $\left(W_{2}, H_{2}\right)$ and $d \in\{1,2\}$ we have

- $i_{d}\left(H_{d}\right) \subset H$,
- $\left.W\right|_{i_{d}\left(\mathcal{T R}_{d}\right)}=W_{d}$ and
- if $\operatorname{Hom}^{\leq 0}\left(i_{1}(H), i_{2}(H)\right)=0$ then $\sigma g$ is a stability condition on $\mathcal{T} \mathcal{R}$ obtained by CP-gluing stability conditions $\sigma_{1} g$ on $\mathcal{T} \mathcal{R}_{1}$ and $\sigma_{2} g$ on $\mathcal{T} \mathcal{R}_{2}$ via the semiorthogonal decomposition $\mathcal{T} \mathcal{R}=\left\langle i_{1}\left(\mathcal{T} \mathcal{R}^{1}\right), i_{2}\left(\mathcal{T} \mathcal{R}^{2}\right)\right\rangle$.

Proof. For $d \in\{1,2\}$ let $\mathcal{P}_{d}$ be the slicing corresponding to $\sigma_{d}$ and $\mathcal{P}$ the slicing that corresponds to $\sigma$. The action of $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ works in such a way that we obtain $H_{d}=\mathcal{P}_{d}(f(0), f(1)]$ as well as $H=\mathcal{P}_{d}(f(0), f(1)]$. Therefore we have $i_{d}\left(H_{d}\right) \subset H$ by [21, Proposition 2.2(3)].

Let $Z$ and $Z_{d}$ be the stability functions corresponding to $\sigma$ and $\sigma_{d}$. We have $W=T^{-1} \circ Z$ such that $W(E)=T^{-1} \circ Z_{d}(E)=W_{d}(E)$.

Assume now $\operatorname{Hom}^{\leq 0}\left(i_{1}(H), i_{2}(H)\right)$. By [21, Proposition 2.2(1)] $\sigma g$ is a stability condition on $\mathcal{T} \mathcal{R}$ obtained by CP-gluing stability conditions $\sigma_{1} g$ on $\mathcal{T} \mathcal{R}_{1}$ and $\sigma_{2} g$ on $\mathcal{T} \mathcal{R}_{2}$ via the semiorthogonal decomposition $\mathcal{T} \mathcal{R}=$ $\left\langle i_{1}\left(\mathcal{T R}^{1}\right), i_{2}\left(\mathcal{T R}^{2}\right)\right\rangle$.

### 3.2 Application of CP-gluing to $\mathcal{D}^{\uparrow}$

We will now use the theory outlined in this chapter to compute t-structures on $\mathcal{D}^{\uparrow}$ by means of extending our knowledge about t-structures on $\mathcal{D}$ to $\mathcal{D}^{\uparrow}$ using the technique of CP-gluing.

In order to find new bounded t-structures on $\mathcal{D}^{\uparrow}$ we want to make use of the fact that $\mathcal{D}^{\uparrow}$ consists of two copies of $\mathcal{D}$ and use the technique of CPgluing to obtain bounded $t$-structures on $\mathcal{D}^{\uparrow}$ of the bounded $t$-structures on D.

We start by defining the following functors in the context of $\mathcal{A}$ and $\mathcal{A}^{\uparrow}$ and subsequently in terms of $\mathcal{D}$ and $\mathcal{D}^{\uparrow}$.

Definition 3.2.1. For an object $(A \rightarrow B) \in \mathcal{A}^{\uparrow}$ and a morphism $f=$ $\left(f_{1}, f_{2}\right) \in \mathcal{A}^{\uparrow}$, define
1.

$$
\begin{array}{r}
\lambda_{1}^{\mathcal{A}}: \mathcal{A}^{\uparrow} \rightarrow \mathcal{A} \\
\lambda_{1}^{\mathcal{A}}(A \rightarrow B)=A \\
\lambda_{1}^{\mathcal{A}}(f)=f_{1},
\end{array}
$$

2. 

$$
\begin{array}{r}
\rho_{2}^{\mathcal{A}}: \mathcal{A}^{\uparrow} \rightarrow \mathcal{A} \\
\rho_{2}^{\mathcal{A}}(A \rightarrow B)=B \\
\rho_{2}^{\mathcal{A}}(f)=f_{2} .
\end{array}
$$

Definition 3.2.2. For an object $A \in \mathcal{A}$ and a morphism $f_{1} \in \mathcal{A}$ define
1.

$$
\begin{array}{r}
i_{1}^{\mathcal{A}}: \mathcal{A} \rightarrow \mathcal{A}^{\uparrow} \\
i_{1}^{\mathcal{A}}(A)=A \rightarrow 0 \\
i_{1}^{\mathcal{A}}\left(f_{1}\right)=\left(f_{1}, 0\right),
\end{array}
$$

2. 

$$
\begin{array}{r}
i_{2}^{\mathcal{A}}: \mathcal{A} \rightarrow \mathcal{A}^{\uparrow} \\
i_{2}^{\mathcal{A}}(A)=0 \rightarrow A \\
i_{2}^{\mathcal{A}}\left(f_{1}\right)=\left(0, f_{1}\right),
\end{array}
$$

3. 

$$
\begin{array}{r}
\Delta^{\mathcal{A}}: \mathcal{A} \rightarrow \mathcal{A}^{\uparrow} \\
\Delta^{\mathcal{A}}(A)=A \xrightarrow{\text { id }} A \\
\Delta^{\mathcal{A}}\left(f_{1}\right)=\left(f_{1}, f_{1}\right) .
\end{array}
$$

We obtain the following.
Lemma 3.2.3. There are adjoint pairs $\lambda_{1}^{\mathcal{A}} \dashv i_{1}^{\mathcal{A}}$ and $i_{2}^{\mathcal{A}} \dashv \rho_{2}^{\mathcal{A}}$ for the functors defined in 3.2.1 and 3.2.2.

Proof. To see that $\left(i_{2}^{\mathcal{A}}, \rho_{2}^{\mathcal{A}}\right)$ is an adjoint pair, consider

$$
\begin{aligned}
\operatorname{Hom}_{\mathcal{A}^{\uparrow}}\left(i_{2}^{\mathcal{A}}(E), B\right) \cong \operatorname{Hom}_{\mathcal{A}}\left(0, B_{1}\right) & \times \operatorname{Hom}_{\mathcal{A}}\left(E, B_{2}\right)=0 \times \operatorname{Hom}_{\mathcal{A}}\left(E, B_{2}\right) \\
& \cong \operatorname{Hom}_{\mathcal{A}}\left(E, B_{2}\right)=\operatorname{Hom}_{\mathcal{A}}\left(E, \rho_{2}^{\mathcal{A}}(B)\right) .
\end{aligned}
$$

In order to demonstrate explicitly how this works, let us define a morphism $\operatorname{Hom}_{\mathcal{A}^{\uparrow}}\left(i_{2}^{\mathcal{A}}(E), B\right) \rightarrow \operatorname{Hom}_{\mathcal{A}}\left(E, \rho_{2}^{\mathcal{A}}(B)\right)$ as $(f, g) \mapsto g$. Since $f: 0 \rightarrow \lambda_{1}^{\mathcal{A}}(B)$ implies $f=0$ and therefore $(f, g)=(f, 0)$, this is indeed an isomorphism. To prove that this isomorphism is bifunctorial, on the other hand, we regard the isomorphism

$$
\operatorname{Hom}_{\mathcal{A}^{\uparrow}}\left(i_{2}^{\mathcal{A}}(E), B\right) \cong \operatorname{Hom}_{\mathcal{A}}\left(E, \rho_{2}^{\mathcal{A}}(B)\right)
$$

as an embedding of the set $\operatorname{Hom}_{\mathcal{A}}\left(E, B_{2}\right)$ into the product of sets that is $\operatorname{Hom}_{\mathcal{A}}(0, A) \times \operatorname{Hom}_{\mathcal{A}}\left(E, B_{2}\right) \supset \operatorname{Hom}_{\mathcal{A}^{\uparrow}}\left(i_{2}^{\mathcal{A}}(E), B\right)$. This embedding, however, is indeed bifunctorial - seen by the fact that the diagram

$$
\begin{array}{ccc}
\operatorname{Hom}_{\mathcal{A}}(X, Y) \times \operatorname{Hom}_{\mathcal{A}}\left(E, B_{2}\right) & \xrightarrow{(0,-o t)} & \operatorname{Hom}_{\mathcal{A}}(X, Y) \times \operatorname{Hom}_{\mathcal{A}}\left(E^{\prime}, B_{2}\right) \\
\uparrow_{(0,-)} & & \uparrow(0,-) \\
\operatorname{Hom}_{\mathcal{A}}\left(E, B_{2}\right) & \xrightarrow{(-o t)} & \operatorname{Hom}_{\mathcal{A}}\left(E^{\prime}, B_{2}\right)
\end{array}
$$

commutes for $X, Y, E^{\prime} \in \mathcal{A}$ and $t: E^{\prime} \rightarrow E$ a morphism in $\mathcal{A}$. Therefore, the proof is finished. The proof that $\left(\lambda_{1}^{\mathcal{A}}, i_{1}^{\mathcal{A}}\right)$ is an adjoint pair is similar.
Lemma 3.2.4. There are adjoint pairs $\Delta^{\mathcal{A}} \dashv \lambda_{1}^{\mathcal{A}}$ and adjoint pairs $\rho_{2}^{\mathcal{A}} \dashv \Delta^{\mathcal{A}}$ for $\Delta^{\mathcal{A}}, \lambda_{1}^{\mathcal{A}}, \rho_{2}^{\mathcal{A}}$ as in lemma 3.2.8.
Proof. Let $A \in \mathcal{A}$ and $B=\left(B_{1} \rightarrow B_{2}\right) \in \mathcal{A}^{\uparrow}$. We have

$$
\begin{aligned}
& \operatorname{Hom}_{\mathcal{A}^{\uparrow}}\left(\Delta^{\mathcal{A}}(A)\right., B)=\operatorname{Hom}_{\mathcal{A}^{\uparrow}}\left((A \rightarrow A),\left(B_{1} \rightarrow B_{2}\right)\right) \\
& \cong \operatorname{Hom}_{\mathcal{D}}\left(A, B_{1}\right)=\operatorname{Hom}_{\mathcal{A}}\left(A, \lambda_{1}^{\mathcal{A}} B\right) .
\end{aligned}
$$

To prove that this isomorphism is bifunctorial, on the other hand, we regard the isomorphism

$$
\operatorname{Hom}_{\mathcal{A}^{\uparrow}}\left(\Delta^{\mathcal{A}}(A), B\right) \cong \operatorname{Hom}_{\mathcal{A}}\left(A, \lambda_{1}^{\mathcal{A}} B\right)
$$

as an embedding of the set $\operatorname{Hom}_{\mathcal{A}}\left(A, B_{1}\right)$ into the product of sets that is $\operatorname{Hom}_{\mathcal{A}}\left(A, B_{1}\right) \times \operatorname{Hom}_{\mathcal{A}}\left(A, B_{2}\right) \supset \operatorname{Hom}_{\mathcal{A}^{\uparrow}}\left(\Delta^{\mathcal{A}}(A), B\right)$. This embedding, however, is indeed bifunctorial - seen by the fact that the diagram

$$
\begin{aligned}
& \operatorname{Hom}_{\mathcal{A}}\left(A, B_{1}\right) \times \operatorname{Hom}_{\mathcal{A}}\left(A, B_{2}\right) \xrightarrow{(-\circ t,-\circ t)} \\
& \prod_{(-, f \circ-)} \operatorname{Hom}_{\mathcal{A}}\left(A^{\prime}, B_{1}\right) \times \operatorname{Hom}_{\mathcal{A}}\left(A^{\prime}, B_{2}\right) \\
& \operatorname{Hom}_{\mathcal{A}}\left(A, B_{1}\right) \xrightarrow[(-, f \circ-)]{ } \\
& \operatorname{Hom}_{\mathcal{A}}\left(A^{\prime}, B_{1}\right)
\end{aligned}
$$

commutes where $f$ equals to ( $B_{1} \rightarrow B_{2}$ ) regarded as a morphism in $\mathcal{A}$. The proof for $\Delta^{\mathcal{A}} \dashv \lambda_{1}^{\mathcal{A}}$ is similar.

We will now generalise the facts that we previously presented to the case of $\mathcal{D}$ by means of the next lemmas.

Lemma 3.2.5. The functors $\lambda_{1}^{\mathcal{A}}$ and $\rho_{2}^{\mathcal{A}}$ are exact.
Proof. This is obvious from corollary 2.2.7.
Lemma 3.2.6. The functors $\lambda_{1}^{\mathcal{A}}, \rho_{2}^{\mathcal{A}}, i_{1}^{\mathcal{A}}, i_{2}^{\mathcal{A}}$ and $\Delta^{\mathcal{A}}$ are exact.
Proof. We obtain that $\lambda_{1}^{\mathcal{A}}$ and $\rho_{2}^{\mathcal{A}}$ are exact from lemma 3.2.5. The exactness of $\Delta^{\mathcal{A}}$ is an implication of lemma 3.2.4. We obtain the statement for $i_{1}^{\mathcal{A}}$ by realising that $\lambda_{1}^{\mathcal{A}} \circ i_{1}^{\mathcal{A}}=\mathrm{id}$ and $\rho_{2}^{\mathcal{A}} \circ i_{1}^{\mathcal{A}}=0$ and applying corollary 2.2.7. The proof for $i_{2}^{\mathcal{A}}$ is similar.

We need to combine this with a fact provided in [60, 10.5.2]. Since the details of the proof are left to the reader in the named literature, we will, for the convenience of the reader, prove the fact stated in proposition 3.2.7. It is subsequently our aim to obtain a well-defined functor $F_{\mathcal{D}(\mathcal{A})^{b}}$ on the derived category $\mathcal{D}(\mathcal{A})^{b}$ of an abelian category $\mathcal{A}$, out of an exact functor $F_{\mathcal{A}}$ defined on $\mathcal{A}$.

Proposition 3.2.7. Let $\mathcal{A}$ and $\mathcal{B}$ be abelian categories and $\mathcal{D}^{b}(\mathcal{A})$ and $\mathcal{D}^{b}(\mathcal{B})$ their bounded derived categories. If a functor

$$
F_{\mathcal{A}}: \mathcal{A} \rightarrow \mathcal{B}
$$

is exact, it extents to a functor

$$
F_{\mathcal{D}^{b}(\mathcal{A})}: \mathcal{D}^{b}(\mathcal{A}) \rightarrow \mathcal{D}^{b}(\mathcal{B})
$$

by applying $F_{\mathcal{A}}: \mathcal{A} \rightarrow \mathcal{B}$ to the objects and differentials in a complex and to the components of localised homotopy classes of complex-morphisms - the morphisms in $\mathcal{D}^{b}(\mathcal{A})$.

Proof. Consider the functor $F_{\mathcal{C}(\mathcal{A})}$ which is the functor on the chain-complex category $\mathcal{C}(\mathcal{A})$ that is induced by the functor $F_{\mathcal{A}}$ operating componentwise on the objects and morphisms in $\mathcal{A}$, that a complex in $\mathcal{C}(\mathcal{A})$ is composed of. This is consistent with chain-maps and boundary operators as well, since functors preserve commutative diagrams. Again for the same reason - the preservation of commutative diagrams - we can now define $F_{\mathcal{K}(\mathcal{A})}$ to be the functor on the homotopy category that is induced by $F_{\mathcal{C}(\mathcal{A})}$.

It is at this point, however, that we require the exactness of $F_{\mathcal{A}}$ in order to define $F_{\mathcal{D}^{b}(\mathcal{A})}$ as the functor on $\mathcal{D}^{b}(\mathcal{A})$ induced by $F_{\mathcal{K}(\mathcal{A})}$. To obtain that the functor $F_{\mathcal{D}^{b}(\mathcal{A})}$ is well-defined, we now need to verify that it preserves
quasi-isomorphisms. Assume that $A^{\bullet} \xrightarrow{f} B^{\bullet}$ is a quasi-isomorphism. We need to prove that $F_{\mathcal{A}}\left(A^{\bullet}\right) \xrightarrow{F_{\mathcal{A}}(f)} F_{\mathcal{A}}\left(B^{\bullet}\right)$ is a quasi-isomorphism as well. The morphism $A^{\bullet} \xrightarrow{f} B^{\bullet}$ is a quasi-isomorphism if and only if the induced morphism $H^{n}\left(A^{\bullet}\right) \xrightarrow{H^{n}(f)} H^{n}\left(B^{\bullet}\right)$ is an isomorphism in $\mathcal{A}$ for any $n \in \mathbb{Z}$, where $H^{n}$ is the usual complex-cohomology. In other words,

$$
0 \rightarrow H^{n}\left(A^{\bullet}\right) \xrightarrow{H^{n}(f)} H^{n}\left(B^{\bullet}\right) \rightarrow 0
$$

is exact. Hence, so is

$$
F_{\mathcal{A}}(0) \rightarrow F_{\mathcal{A}}\left(H^{n}\left(A^{\bullet}\right)\right) \xrightarrow{F_{\mathcal{A}}\left(H^{n}(f)\right)} F_{\mathcal{A}}\left(H^{n}\left(B^{\bullet}\right)\right) \rightarrow F_{\mathcal{A}}(0)
$$

which means that

$$
0 \rightarrow F_{\mathcal{A}}\left(H^{n}\left(A^{\bullet}\right)\right) \xrightarrow{F_{\mathcal{A}}\left(H^{n}(f)\right)} F_{\mathcal{A}}\left(H^{n}\left(B^{\bullet}\right)\right) \rightarrow 0
$$

is exact and hence $F_{\mathcal{A}}\left(H^{n}\left(A^{\bullet}\right)\right) \stackrel{F_{\mathcal{A}}\left(H^{n}(f)\right)}{\rightarrow} F_{\mathcal{A}}\left(H^{n}\left(B^{\bullet}\right)\right)$ is an isomorphism in $\mathcal{B}$.

Since $F_{\mathcal{A}}$ is exact, it preserves quotients - to see this, we let $d^{n}$ be the boundary operator of the complex $A^{\bullet}$ and consider the exact sequence

$$
\begin{equation*}
0 \rightarrow \operatorname{im}\left(d^{n-1}\right) \rightarrow \operatorname{ker}\left(d^{n}\right) \tag{3.2}
\end{equation*}
$$

On one hand, if we apply the exact functor $F_{\mathcal{A}}$ we obtain the exact sequence

$$
F(0) \rightarrow F\left(\operatorname{im}\left(d^{n-1}\right)\right) \rightarrow F\left(\operatorname{ker}\left(d^{n}\right)\right)
$$

which equals to

$$
0 \rightarrow F\left(\operatorname{im}\left(d^{n-1}\right)\right) \rightarrow F\left(\operatorname{ker}\left(d^{n}\right)\right)
$$

and can be completed to the short exact sequence

$$
0 \rightarrow F\left(\operatorname{im}\left(d^{n-1}\right)\right) \rightarrow F\left(\operatorname{ker}\left(d^{n}\right)\right) \rightarrow F_{\mathcal{A}}\left(\operatorname{ker}\left(d^{n}\right)\right) / F_{\mathcal{A}}\left(\operatorname{im}\left(d^{n-1}\right)\right) \rightarrow 0
$$

On the other hand, (3.2) can be completed to the exact sequence

$$
0 \rightarrow \operatorname{im}\left(d^{n-1}\right) \rightarrow \operatorname{ker}\left(d^{n}\right) \rightarrow \operatorname{ker}\left(d^{n}\right) / \operatorname{im}\left(d^{n-1}\right) \rightarrow 0
$$

and applying the exact functor $F_{\mathcal{A}}$ this gives

$$
0 \rightarrow F\left(\operatorname{im}\left(d^{n-1}\right)\right) \rightarrow F\left(\operatorname{ker}\left(d^{n}\right)\right) \rightarrow F\left(\operatorname{ker}\left(d^{n}\right) / \operatorname{im}\left(d^{n-1}\right)\right) \rightarrow 0
$$

We obtain

$$
F_{\mathcal{A}}\left(\operatorname{ker}\left(d^{n}\right)\right) / F_{\mathcal{A}}\left(\operatorname{im}\left(d^{n-1}\right)\right) \cong F_{\mathcal{A}}\left(\operatorname{ker}\left(d^{n}\right) / \operatorname{im}\left(d^{n-1}\right)\right)
$$

Again by exactness, an exact functor also preserves kernels and images such that we obtain

$$
\operatorname{ker}\left(F_{\mathcal{A}}\left(d^{n}\right)\right) / \operatorname{im}\left(F_{\mathcal{A}}\left(d^{n-1}\right)\right)=F_{\mathcal{A}}\left(\operatorname{ker}\left(d^{n}\right)\right) / F_{\mathcal{A}}\left(\operatorname{im}\left(d^{n-1}\right)\right)
$$

which hence gives

$$
\begin{array}{r}
H^{n}\left(F_{\mathcal{D}^{b}(\mathcal{A})}\left(A^{\bullet}\right)\right)=\operatorname{ker}\left(F_{\mathcal{A}}\left(d^{n}\right)\right) / \operatorname{im}\left(F_{\mathcal{A}}\left(d^{n-1}\right)\right)=F_{\mathcal{A}}\left(\operatorname{ker}\left(d^{n}\right)\right) / F_{\mathcal{A}}\left(\operatorname{im}\left(d^{n-1}\right)\right) \\
=F_{\mathcal{A}}\left(\operatorname{ker}\left(d^{n}\right) / \operatorname{im}\left(d^{n-1}\right)\right)=F_{\mathcal{A}}\left(H^{n}\left(A^{\bullet}\right)\right)
\end{array}
$$

and so we obtain that $H^{n}\left(F_{\mathcal{D}^{b}(\mathcal{A})}\left(A^{\bullet}\right)\right) \xrightarrow{H^{n}\left(F_{\mathcal{D}^{b}(\mathcal{A})}(f)\right)} H^{n}\left(F_{\mathcal{D}^{b}(\mathcal{A})}\left(B^{\bullet}\right)\right)$ is an isomorphism in $\mathcal{A}$, which finishes the proof.

We can now introduce the two following lemmas.
Lemma 3.2.8. For an object $(A \rightarrow B) \in \mathcal{D}^{\uparrow}$ and a morphism $f=$

in $\mathcal{D}^{\uparrow}$, where we define $f_{i}=f_{i}^{\prime} \circ q_{i}^{-1}, i \in\{1,2\}$, we obtain

1. The functor $\lambda_{1}^{\mathcal{A}}$ extends to a functor

$$
\begin{array}{r}
\lambda_{1}: \mathcal{D}^{\uparrow} \rightarrow \mathcal{D} \\
\lambda_{1}(A \rightarrow B)=A \\
\lambda_{1}(f)=f_{1},
\end{array}
$$

2. The functor $\rho_{2}^{\mathcal{A}}$ extends to a functor

$$
\begin{array}{r}
\rho_{2}: \mathcal{D}^{\uparrow} \rightarrow \mathcal{D} \\
\rho_{2}(A \rightarrow B)=B \\
\rho_{2}(f)=f_{2} .
\end{array}
$$

Proof. This combines lemma 3.2.6 with proposition 3.2.7.
Lemma 3.2.9. For an object $A \in \mathcal{D}$ and a morphism $f_{1} \in \mathcal{D}$, we obtain the following.

1. The functor $i_{1}^{\mathcal{A}}$ extends to a functor

$$
\begin{array}{r}
i_{1}: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow} \\
i_{1}(A)=A \rightarrow 0 \\
i_{1}\left(f_{1}\right)=\left(f_{1}, 0\right) .
\end{array}
$$

2. The functor $i_{2}^{\mathcal{A}}$ extends to a functor

$$
\begin{array}{r}
i_{2}: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow} \\
i_{2}(A)=0 \rightarrow A \\
i_{2}\left(f_{1}\right)=\left(0, f_{1}\right) .
\end{array}
$$

3. The functor $\Delta^{\mathcal{A}}$ extends to a functor

$$
\begin{gathered}
\Delta: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow} \\
\Delta(A)=A \xrightarrow{\text { id }} A \\
\Delta\left(f_{1}\right)=\left(f_{1}, f_{1}\right) .
\end{gathered}
$$

Here we want $\left(f_{1}, 0\right),\left(0, f_{1}\right)$ and $\left(f_{1}, f_{1}\right)$ to be morphisms in $\mathcal{D}^{\uparrow}$ in the sense of the diagram in lemma 3.2.8.
Proof. Again, combine lemma 3.2 .6 with proposition 3.2.7.
We can now use the fact that certain adjunctions hold in the abelian case with regard to the previously defined functors, in order to obtain these adjunctions for the case of $\mathcal{D}$ as well.
Lemma 3.2.10. Let $\mathcal{A}, \mathcal{B}$ be abelian categories and

$$
F_{\mathcal{A}}: \mathcal{A} \rightarrow \mathcal{B}
$$

and

$$
G_{\mathcal{B}}: \mathcal{B} \rightarrow \mathcal{A}
$$

be exact functors such that $F_{\mathcal{A}} \dashv G_{\mathcal{B}}$. These extend trivially to functors $F_{\mathcal{A}}, G_{\mathcal{B}}$

$$
F_{\mathcal{D}^{b}(\mathcal{A})}: \mathcal{D}^{b}(\mathcal{A}) \rightarrow \mathcal{D}^{b}(\mathcal{B})
$$

and

$$
G_{\mathcal{D}^{b}(\mathcal{B})}: \mathcal{D}^{b}(\mathcal{B}) \rightarrow \mathcal{D}^{b}(\mathcal{A})
$$

and $F_{\mathcal{D}^{b}(\mathcal{A})} \dashv G_{\mathcal{D}^{b}(\mathcal{B})}$.

Proof. This is a special case of [47, Corollary] because it was assumed that both involved functors extend trivially to the respective derived categories in other words they each are their own right- and left derived functor.

We obtain the following.
Lemma 3.2.11. There are adjoint pairs $\lambda_{1} \dashv i_{1}$ and $i_{2} \dashv \rho_{2}$ for the functors obtained by lemma 3.2.8 and 3.2.9.

Proof. Combine lemma 3.2.3 with lemma 3.2.10.
Moreover we have the following lemmas, in order to prepare lemma 3.2.14.
Lemma 3.2.12. A morphism $(f, g)$ in $\mathcal{A}^{\uparrow}$ is an isomorphism if and only if $f, g$ are isomorphisms in $\mathcal{A}$.

Proof. Let $X_{1}, X_{2}, Y_{1}, Y_{2} \in \mathcal{A}$ such that the morphism $(f, g)$ is given by the diagram

and consider this as a complex of the form

to which we can now apply corollary 2.2 .7 which finishes the proof.
Lemma 3.2.13. A morphism $f$ in $\mathcal{D}^{\uparrow}$ is an isomorphism if and only if $\lambda_{1}(f), \rho_{2}(f)$ are isomorphisms in $\mathcal{D}$.
Proof. A morphism $f$ in a derived category - viewed as a roof $f_{1} \circ q^{-1}$ for a quasi-isomorphism $q$ is an isomorphism if and only if a chain-map $\xi$ that can be chosen as a representative for $f$, is a quasi-isomorphism. We have that the chain maps $\lambda_{1}^{\mathcal{C}(\mathcal{A})}(\xi)$ and $\rho_{2}^{\mathcal{C}(\mathcal{A})}(\xi)$ that represent the morphisms $\lambda_{1}(f), \rho_{2}(f)$ are quasi-isomorphisms if and only if $H^{n}\left(\lambda_{1}^{\mathcal{A}}(\xi)\right), H^{n}\left(\rho_{2}^{\mathcal{A}}(\xi)\right)$ are isomorphisms in $\mathcal{A}$ for all $n \in \mathbb{Z}$. By lemma 3.2.5 however, both $\lambda_{1}^{\mathcal{A}}$ and $\rho_{2}^{\mathcal{A}}$ are exact and hence commute with cohomology. This, on the other hand, implies that $H^{n}\left(\lambda_{1}^{\mathcal{A}}(\xi)\right), H^{n}\left(\rho_{2}^{\mathcal{A}}(\xi)\right)$ are isomorphisms in $\mathcal{A}$ for all $n \in \mathbb{Z}$ if and only if $\lambda_{1}^{\mathcal{A}}\left(H^{n}(\xi)\right), \rho_{2}^{\mathcal{A}}\left(H^{n}(\xi)\right)$ are isomorphisms in $\mathcal{A}$ for all $n \in \mathbb{Z}$. The latter happens - by definition - exactly if and only if $\xi$ is a quasi-isomorphism.

Lemma 3.2.14. The functors obtained in lemma 3.2.8 and lemma 3.2.9 fulfil

1. $\operatorname{ker}\left(\lambda_{1}\right)=\operatorname{im}\left(i_{2}\right)$ and
2. $\operatorname{ker}\left(\rho_{2}\right)=\operatorname{im}\left(i_{1}\right)$.

Proof. First assume that $(E \rightarrow F) \in \operatorname{ker}\left(\lambda_{1}\right) \subset \mathcal{D}^{\uparrow}$. This means $E \cong 0$ in $\mathcal{D}$. In other words, there is a quasi-isomorphism $q$ in $\mathcal{K}(\mathcal{A})$ such that $E \xrightarrow{q} 0$ in $\mathcal{D}$ (which - of course - implies $q=0$ in $\mathcal{D}^{\uparrow}$ ). The diagram

commutes and both id and $q=0$ are quasi-isomorphisms. Hence, by lemma 3.2.13, $(q$, id $)$ is an isomorphism in $\mathcal{D}^{\uparrow}$. Since $\operatorname{im}\left(i_{2}\right)$ consists of all objects $(A \rightarrow B)$ that fulfil $(A \rightarrow B) \cong(0 \rightarrow C)$, we obtain $(E \rightarrow F) \in \operatorname{im}\left(i_{2}\right)$.

If, on the other hand, we take $(A \rightarrow B) \in \operatorname{im}\left(i_{2}\right) \subset \mathcal{D}^{\uparrow}$, we have $(A \rightarrow B) \cong(0 \rightarrow C)$. By lemma 3.2.13, this implies that there is a quasiisomorphism between $A$ and 0 . Hence, $A$ is exact which means $A \cong 0$ in $\mathcal{D}$ and hence $(A \rightarrow B) \in \operatorname{ker}\left(\lambda_{1}\right)$.

The proof for $\operatorname{ker}\left(\rho_{2}\right)=\operatorname{im}\left(i_{1}\right)$ is similar.
We do - however - not need the complete statement of this particular lemma, but only the following corollary.

Corollary 3.2.15. The functors obtained in lemma 3.2.8 and 3.2.9 fulfil

$$
\rho_{2} \circ i_{1}=0=\lambda_{1} \circ i_{2} .
$$

Proof. This is an immediate implication of lemma 3.2.14.
We also have
Lemma 3.2.16. For any $E, F \in \mathcal{D}$, the functors defined in 3.2.9 fulfil

$$
\operatorname{Hom}\left(i_{2}(E), i_{1}(F)\right)=0
$$

Proof. Using lemma 3.2.11 and corollary 3.2.15 we obtain

$$
\operatorname{Hom}\left(i_{2}(E), i_{1}(F)\right)=\operatorname{Hom}\left(\lambda_{1}\left(i_{2}(E)\right), F\right)=\operatorname{Hom}(0, F)=0 .
$$

Remark 3.2.17. Another - more direct, yet more tedious - way to prove the crucial lemma 3.2 .16 is to see that we have both $i_{2}(E)=0 \rightarrow E$ and $i_{1}(F)=$ $F \rightarrow 0$. A morphism in $\operatorname{Hom}\left(i_{2}(E), i_{1}(F)\right)$ is given by the commutative diagram

where $(A \rightarrow B) \in \mathcal{D}^{\uparrow}$. We want to prove that this is in fact the zeromorphism, which follows by comparing it to a known representative of the zero-morphism in $\mathcal{D}^{\uparrow}$ :


The next step is to now complete the above to the following commutative diagram:


This proves that every morphism from $E_{2}$ to $E_{1}$ in $\mathcal{D}^{\uparrow}$ is equivalent to the zero-morphism.

Furthermore we need this.
Lemma 3.2.18. The functors $i_{1}$ and $i_{2}$ obtained by lemma 3.2.9 are fully faithful.

Proof. Let $A, B \in \mathcal{D}$. Viewing $i_{1}$ as an induced map $i_{1}: \operatorname{Hom}(A, B) \rightarrow$ $\operatorname{Hom}\left(i_{1}(A), i_{1}(B)\right)$ on the hom-sets, given by

$$
i_{1}\left(f_{1}\right)=\left(f_{1}, 0\right)
$$

for $f_{1} \in \operatorname{Hom}(A, B)$ we obtain that $i_{1}$ is bijective. On one hand, if $f \in$ $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1}(A), i_{1}(B)\right)$, then we have

$$
f \in \operatorname{Hom}_{\mathcal{D} \uparrow}\left(i_{1}(A), i_{1}(B)\right)=\operatorname{Hom}_{\mathcal{D}}\left(\lambda_{1}\left(i_{1}(A)\right), B\right) \cong \operatorname{Hom}_{\mathcal{D}}(A, B) .
$$

In other words, $f$ has a preimage under $i_{1}$ making $i_{1}$ a surjective map. On the other hand, if $g_{1}, g_{2} \in \operatorname{Hom}(A, B)$ such that $i_{1}\left(g_{1}\right)=i_{1}\left(g_{2}\right)$, we have $\left(g_{1}, 0\right)=i_{1}\left(g_{1}\right)=i_{1}\left(g_{2}\right)=\left(g_{2}, 0\right)$ which implies $\left(g_{1}, 0\right)=\left(g_{2}, 0\right)$ and hence $g_{1}=g_{2}$, proving that $i_{1}$ is also an injective map. Similarly one obtains the fully faithfulness of $i_{2}$.

This provides us with a corollary.
Corollary 3.2.19. For the functors obtained by lemma 3.2.8 and by lemma 3.2 .9 we obtain the identities

$$
\lambda_{1} \circ i_{1} \xlongequal{\cong} \operatorname{id}_{\mathcal{D}}
$$

and

$$
\mathrm{id}_{\mathcal{D}} \xlongequal{\cong} \rho_{2} \circ i_{2} .
$$

Proof. This is obtained by combining lemmas 3.2 .18 and 3.2.11.
Additionally we require this.
Lemma 3.2.20. Assume $X=(E \rightarrow F) \in \mathcal{D}^{\uparrow}$. There is an exact triangle

$$
i_{2}\left(\rho_{2}(X)\right) \rightarrow X \rightarrow i_{1}\left(\lambda_{1}(E)\right) \stackrel{+}{\rightarrow} .
$$

Proof. We obtain the exact triangle from the fact that the sequence

regarded as a diagram, commutes and has exact rows. In other words, it is an exact sequences of chain complexes. This implies that

$$
\begin{equation*}
(0 \rightarrow F) \rightarrow(E \rightarrow F) \rightarrow(E \rightarrow 0) \xrightarrow{+} \tag{3.3}
\end{equation*}
$$

is an exact triangle. Because of the shape of the functors $i_{1}, i_{2}, \lambda_{1}$ and $\rho_{2}$ according to lemma 3.2 .8 and lemma 3.2 .9 the exact triangle (3.3) equals to

$$
i_{2}\left(\rho_{2}(X)\right) \rightarrow X \rightarrow i_{1}\left(\lambda_{1}(E)\right) \xrightarrow{+} .
$$

Definition 3.2.21. For $i_{j}$ as in lemma 3.2 .9 , we define $\mathcal{D}_{j}$ for $j \in\{1,2\}$ to be the smallest strictly full subcategory of $\mathcal{D}^{\uparrow}$ that contains all objects $i_{j}(E)$ for $E \in \mathcal{D}$.

Now we obtain a crucial theorem.
Proposition 3.2.22. There is a semiorthogonal decomposition of $\mathcal{D}^{\uparrow}$ given by $\mathcal{D}^{\uparrow}=\left\langle i_{1}(\mathcal{D}), i_{2}(\mathcal{D})\right\rangle$.

Proof. Using lemmas 3.2.16 and 3.2.20 we see that the conditions of definition 2.1.6 are fulfilled.

We can, however obtain more.
Lemma 3.2.23. There is an adjoint pair $\Delta \dashv \lambda_{1}$ for $\Delta, \lambda_{1}$ as in lemma 3.2.8.

Proof. Similar to the proof of lemma 3.2.3, we deduce this result from lemma 3.2 .4

Lemma 3.2.24. There is an adjoint pair $\rho_{2} \dashv \Delta$ for $\rho_{2}, \Delta$ as in lemma 3.2.8.
Proof. Similar to the proof of lemma 3.2.23.

Remark 3.2.25. Note that the similarity of the proofs of lemmas 3.2 .23 and 3.2.24 implies $\rho_{2}^{\mathcal{A}} \dashv \Delta^{\mathcal{A}}$.

To be able to work with $\mathcal{D}$ in connection to $\mathcal{D}^{\uparrow}$ it will prove to be important to establish the connections between the corresponding Hom-sets. In the previous section we have done that in a more general framework. We will now use the results to obtain to necessary knowledge about $\mathcal{D}^{\uparrow}$.

Lemma 3.2.26. Let $\mathcal{T} \mathcal{R}^{2}$ and $\mathcal{T} \mathcal{R}$ be derived categories of abelian categories $\mathcal{A}_{2}$ and $\mathcal{A}$ and $F: \mathcal{T} \mathcal{R}^{2} \rightarrow \mathcal{T R}$ a functor that is induced by an exact, fullyfaithful functor $F^{\prime}: \mathcal{A}_{2} \rightarrow \mathcal{A}$, for which the following condition is fulfilled: For any $Z \in \mathcal{T} \mathcal{R}$ such that $Z \xrightarrow{\text { quis }} F(X)$ for $X \in \mathcal{T} \mathcal{R}^{2}$ there is a $G \in \mathcal{T} \mathcal{R}^{2}$ such that $F(G) \xrightarrow{\text { quis }} Z$. Then $F$ is a fully-faithful functor.

Proof. Assume all arrows to be morphisms of chain-complexes. Let $X, Y \in$ $\mathcal{T} \mathcal{R}^{2}$ and $\phi: F(X) \rightarrow F(Y)$ a morphism in $\mathcal{T} \mathcal{R}$, hence $\phi$ is represented via a roof

for $Z \in \mathcal{T}$ R.
For a $G \in \mathcal{T} \mathcal{R}$ this can, due to the condition on $F$, be extended to:

for $G \in \mathcal{T} \mathcal{R}$ and as we complete this to


We see that $F$ is full if the functor of homotopy categories $F^{\prime \prime}: \mathcal{K}\left(\mathcal{A}_{2}\right) \rightarrow$ $\mathcal{K}(\mathcal{A})$ that is induced by $F^{\prime}$ is full. To see this, we prove, that the functor $F^{\prime \prime \prime}: \mathcal{C}\left(\mathcal{A}_{2}\right) \rightarrow \mathcal{C}(\mathcal{A})$ that is induced by $F^{\prime}$ and hence induces $F^{\prime \prime}$ is full. If $f$ is a map of chain complexes in $\mathcal{C}(\mathcal{A})$, e.g. given by a collection $f_{i}$ of morphisms $\mathcal{A}$ then by the assumption of $F^{\prime}$ being full, there are $g_{i} \in \mathcal{A}_{2}$ such that $F^{\prime}\left(g_{i}\right)=f_{i}$. If we denote this collection by $g$, then $g$ is indeed a map of chain complexes since the commutative squares:

$$
\begin{array}{cc}
X_{i} \xrightarrow{d_{i+1}} X_{i+1} \\
f_{i} \downarrow & f_{i+1} \downarrow \\
Y_{i} & \xrightarrow{d_{i+1}^{\prime}} Y_{i+1}
\end{array}
$$

that can now be rewritten as:

$$
\begin{aligned}
& X_{i} \xrightarrow{F^{\prime}\left(e_{i+1}\right)} X_{i+1} \\
& F^{\prime}\left(g_{i}\right) \\
& \downarrow
\end{aligned}
$$

as boundary operators $e, e^{\prime} \in \mathcal{A}_{2}$, provide us with the equation $F^{\prime}\left(g_{i+1} e_{i+1}\right)=$ $F^{\prime}\left(g_{i+1}\right) F^{\prime}\left(e_{i+1}\right)=F^{\prime}\left(e_{i+1}^{\prime}\right) F^{\prime}\left(g_{i}\right)=F^{\prime}\left(e_{i+1}^{\prime} g_{i}\right)$. As $F^{\prime}$ is faithful, by assumption, we obtain $g_{i+1} e_{i+1}=e_{i+1}^{\prime} g_{i}$.
Now as $\operatorname{Hom}_{\mathcal{C}(\mathcal{A})}(X, Y) \rightarrow \operatorname{Hom}_{\mathcal{K}(\mathcal{A})}(X, Y)$ holds for any abelian category $\mathcal{A}$ the statement follows from the commutative diagram:


Since all other arrows are surjective maps, so is $F^{\prime \prime}$.

If we have, on the other hand, two morphisms $\phi: X \rightarrow Y$ and $\psi: X \rightarrow Y$, for $G_{1}, G_{2} \in \mathcal{T} \mathcal{R}^{2}$ presented by the diagram

that map to the same morphism under $F$, which means that the diagram:

can be completed to:

we can apply the condition on $F$ once more to obtain:

and hence:


In order to prove, that $\phi$ and $\psi$ come from the same preimage we now need $F^{\prime \prime}$ to be faithful. To see this, we must prove, that the preimage of any null-homotopic morphism in $\mathcal{C}(\mathcal{A})$ (hence a representative of the 0 -morphism in $\mathcal{K}(\mathcal{A})$ ) is already null-homotopic. Let $f_{i}: X_{i} \rightarrow Y_{i}$ be a collection that represents a chain-map $f$ in $\mathcal{C}(\mathcal{A})$ and $f_{i}=d_{i}^{\prime} s_{i}+s_{i+1} d_{i+1}$ for $s_{i}: X_{i} \rightarrow Y_{i-1}$ and boundary operators $d, d^{\prime}$ (in other words $f$ is null-homotopic). Similar to the proof of surjectivity we can now conclude, that a chain map $g$, that is mapped to $f$ via $F^{\prime \prime}$ has to be null-homotopic as well, once again by the fullyfaithfulness of $F^{\prime \prime}$. Since $F^{\prime \prime}$ is full, we can deduce from the previous diagram another diagram, that due to the faithfulness of $F^{\prime \prime}$ is also commutative:


This means that $\phi$ and $\psi$ represent the same morphism in $\mathcal{T} \mathcal{R}^{2}$, hence $F$ is faithful and we conclude that it is fully-faithful.

Lemma 3.2.27. The functor $\Delta^{\mathcal{A}}: \mathcal{A}_{2} \rightarrow \mathcal{A}^{\uparrow}$ from definition 3.2.2 is fully faithful.

Proof. This is obvious in the abelian case as $\Delta$ simply doubles everything.
Lemma 3.2.28. The functor $\Delta: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow}$ is fully-faithful.
Proof. Due to lemma 3.2 .6 and lemma 3.2 .27 exactness and fully-faithfulness of $\Delta: \mathcal{A}_{2} \rightarrow \mathcal{A}$ is fulfilled. Consider a quasi-isomorphism

where $A_{1} \rightarrow A_{2}, X_{2} \rightarrow X_{2} \in \mathcal{D}^{\uparrow}$ and note that $\Delta\left(X_{2}\right)=X_{2} \rightarrow X_{2}$. Then, as the diagram commutes, $A_{1} \rightarrow A_{2}$ has to be a quasi-isomorphism and hence we get a commutative diagram:


As $A_{1} \rightarrow A_{2}$ is $G$ of lemma 3.2 .26 we can now apply lemma 3.2 .26 in the special case where $F=\Delta, \mathcal{T} \mathcal{R}=\mathcal{D}^{\uparrow}$ and $\mathcal{T} \mathcal{R}^{2}=\mathcal{D}_{2}$. The statement follows.

Corollary 3.2.29. Let, $E_{1}, E_{2} \in \mathcal{D}$, then

$$
\operatorname{Hom}_{\mathcal{D}}^{i}\left(E_{1}, E_{2}\right) \cong \operatorname{Hom}_{\mathcal{D} \uparrow}^{i+1}\left(i_{1}\left(E_{1}\right), i_{2}\left(E_{2}\right)\right)
$$

for any $i \in \mathbb{Z}$.
Proof. Due to lemma 3.2 .28 , the functor $\Delta$ is fully faithful and hence we can apply theorem 3.1.13 letting $\mathcal{T R}^{1}=\mathcal{D}=\mathcal{T} \mathcal{R}^{2}$ and $\phi=\mathrm{id}_{\mathcal{D}}$.

We can now make use of the connection between the Hom-sets of $\mathcal{D}$ and $\mathcal{D}^{\uparrow}$ provided by corollary 3.2 .29 in order to prove that it is possible to glue hearts of bounded t -structures in this particular case.

Lemma 3.2.30. For a standard slicing $\mathcal{P}$ (as it has been defined in 2.5.41) on $\mathcal{D}$ consider hearts of bounded $t$-structures on $\mathcal{D}$ that are given by $H_{1}=$ $\mathcal{P}(\alpha, \alpha+1]$ and $H_{2}=\mathcal{P}(\beta, \beta+1]$, where $\alpha, \beta \in \mathbb{R}$. Then $\alpha \geq \beta$ if and only if $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{\leq 0}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=0$.

Proof. In order to prove the "only if"-part it is sufficient to show that we obtain $\operatorname{Hom}_{\mathcal{D}_{\uparrow}}^{\leq 0}\left(i_{1}(E), i_{2}(F)\right)=0$ for $E \in \mathcal{P}_{1}(\gamma), F \in \mathcal{P}_{2}(\delta)$, with $\gamma \in(\alpha, \alpha+$ $1], \delta \in(\beta, \beta+1]$ as there are filtrations of any $G, H \in \mathcal{D}^{\uparrow}$ by objects in slices. Assume now for a contradiction that $\operatorname{Hom}_{\mathcal{D} \uparrow}^{\leq 0}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right) \neq$ 0 . That means there are $E \in \mathcal{P}_{1}(\gamma) \subset H_{1}, F \in \mathcal{P}_{1}(\delta) \subset H_{2}$ such that $\operatorname{Hom}_{\mathcal{D} \uparrow}\left(i_{1}(E), i_{2}(F)[m]\right) \neq 0$ for an $m \in \mathbb{Z}, m \leq 0$. Since $F \in \mathcal{P}_{1}(\delta)$, there
is an $F_{1} \in \mathcal{P}_{1}(\delta-n) \subset H_{1}$ such that $F_{1}[n]=F$ for $n \in \mathbb{Z}, n \leq 0$. Hence, making use of the Hom-connection provided by corollary 3.2.29 we obtain

$$
\operatorname{Hom}_{\mathcal{D}}^{m+n-1}\left(E, F_{1}\right)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{m+n}\left(i_{1}(E), i_{2}\left(F_{1}\right)\right)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{m}\left(i_{1}(E), i_{2}(F)\right) \neq 0
$$

and that provides the contradiction as $\operatorname{Hom}_{\mathcal{D}}^{<0}\left(E, F_{1}\right)=0$ (by lemma 2.5.29) and hence

$$
\operatorname{Hom}_{\mathcal{D}}^{m+n-1}\left(E, F_{1}\right) \subset \operatorname{Hom}_{\mathcal{D}}^{\leq-1}\left(E, F_{1}\right)=\operatorname{Hom}_{\mathcal{D}}^{<0}\left(E, F_{1}\right)=0 .
$$

To prove the "if"-part assume that $\operatorname{Hom}_{\overline{\mathcal{D}} \uparrow}^{\leq 0}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=0$. If we now have $\alpha<\beta$, this implies that there is a non-zero $E \in H_{1}$ such that $E \in \mathcal{P}(\alpha, \beta)$ and hence $i_{2}(E[n]) \in i_{2}(\mathcal{P}(\beta, \beta+1])=i_{2}\left(H_{2}\right)$ for an $n \in \mathbb{N}_{>0}$. This gives
$\operatorname{id}_{E} \in \operatorname{Hom}_{\mathcal{D}}(E, E)=\operatorname{Hom}_{\mathcal{D}}^{-(n-1)}(E, E[n-1])=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{-(n-1)}\left(i_{1}(E), i_{2}(E[n])\right)$.
This is a contradiction as $i_{1}(E) \in i_{1}\left(H_{1}\right)$ and $i_{2}(E[n]) \in i_{2}\left(H_{2}\right)$ and $-(n-$ $1) \leq 0$ for $n>0$. Hence we must have $\alpha \geq \beta$.

Corollary 3.2.31. For a standard slicing $\mathcal{P}$ on $\mathcal{D}$ consider hearts of bounded $t$-structures on $\mathcal{D}$ given by $H_{1}=\mathcal{P}(\alpha, \alpha+1]$ and $H_{2}=\mathcal{P}(\beta, \beta+1]$, where $\alpha, \beta \in \mathbb{R}$. If $\alpha \geq \beta$, then $H=\left\{X \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\}$ is the heart of a bounded $t$-structure on $\mathcal{D}^{\uparrow}$.

Proof. Glue the heart using the technique described in lemma 3.1.5, as the necessary conditions are fulfilled by lemma 3.2.30.

It is at this point a natural question if the requirements of corollary 3.2.31 are necessary for $H=\left\{X \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\}$ to be the heart of a bounded t-structure on $\mathcal{D}^{\uparrow}$. The "better part" of this question can be answered in general by lemma 3.1.14 which is simply a straightforward application of lemma 2.5.29.

However, the question that remains to be answered is, what happens in the case of $\operatorname{Hom}_{\mathcal{T R}}\left(H_{1}, H_{2}\right) \neq 0$. It is possible that this question cannot be answered in general. The following deals with this question in the special context of $\mathcal{D}^{\uparrow}$.

Lemma 3.2.32. Let $H_{1}, H_{2}$ be hearts of bounded $t$-structures on $\mathcal{D}$. Assume $\operatorname{Hom}_{\mathcal{K}(A)}\left(H_{1}, H_{2}[-1]\right)=0$, then $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=0$.

Proof. Let $f \in \operatorname{Hom}_{\mathcal{D}}\left(H_{1}, H_{2}[-1]\right)$. Hence $f$ is of the form

where $f_{\mathcal{K}(A)} \in \mathcal{K}(A), A \in H_{1}, A^{\prime} \in H_{2}[-1]$ and $U \in \mathcal{D}$. By lemma 2.5 .28 this implies $U \in H_{1}$. Hence $f_{\mathcal{K}(A)} \in \operatorname{Hom}_{\mathcal{K}(A)}\left(H_{1}, H_{2}[-1]\right)=0$. Hence, $f$ is a representative of the 0 -morphism in $\mathcal{D}$ and therefore $\operatorname{Hom}_{\mathcal{D}}\left(H_{1}, H_{2}[-1]\right)=0$. This implies, since we have

$$
\operatorname{Hom}_{\mathcal{D} \uparrow}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right) \cong \operatorname{Hom}_{\mathcal{D}}\left(H_{1}, H_{2}[-1]\right)
$$

by corollary 3.2 .29 , that we obtain $\operatorname{Hom}_{\mathcal{D} \uparrow}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=0$.
Lemma 3.2.33. Let $H_{1}, H_{2}$ be the hearts of bounded $t$-structures on $\mathcal{D}$, such that

$$
H=\left\{X \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\}
$$

is the heart of a t-structure on $\mathcal{D}^{\uparrow}$, then $\operatorname{Hom}_{\mathcal{D} \uparrow}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=0$.
Proof. Assume $\phi \in \operatorname{Hom}_{\mathcal{K}\left(\mathcal{A}^{\top}\right)}\left(H_{1}, H_{2}[-1]\right)$. This implies that there are objects $E \in H_{1} \subset \mathcal{D}_{1}^{\leq 0}$ and $F \in H_{2}[-1] \subset \mathcal{D}_{2}^{\geq 1}$ and an object $\widetilde{\phi}=(E \rightarrow F) \in$ $\mathcal{D}^{\uparrow}$ that corresponds to the morphism $\phi$. We now denote the t-structures corresponding to $H_{1}$ and $H_{2}$ by ( $\mathcal{D}_{1}^{\leq 0}, \mathcal{D}_{1}^{\geq 1}$ ) and ( $\mathcal{D}_{2}^{\leq 0}, \mathcal{D}_{2}^{\geq 1}$ ), then we have $E \in H_{1} \subset \mathcal{D}_{1}^{\leq 0}$ and $F \in H_{2}[-1] \subset \mathcal{D}_{2}^{\geq 1}$. Denote the t-structure corresponding to $H$ by $\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)$. We can embed $E \xrightarrow{\widetilde{\phi}} F$ into the exact triangle

in $\mathcal{D}^{\uparrow}$, where $(X \rightarrow Y) \in \mathcal{D}^{\leq 0}$ and $\left(X^{\prime} \rightarrow Y^{\prime}\right) \in \mathcal{D}^{\geq 1}$. Hence we obtain $X \cong$ $\lambda_{1}(X \rightarrow Y) \in \mathcal{D}_{1}^{\leq 0}, X^{\prime} \cong \lambda_{1}\left(X^{\prime} \rightarrow Y^{\prime}\right) \in \mathcal{D}_{1}^{\geq 1}, Y \cong \rho_{2}(X \rightarrow Y) \in \mathcal{D}_{2}^{\leq 0}$ and $Y^{\prime} \cong \rho_{2}\left(X^{\prime} \rightarrow Y^{\prime}\right) \in \mathcal{D}_{2}^{\geq 1}$ (We refer to remark 3.1.6 regarding the definition of a t -structure that corresponds to a heart obtained by CP-gluing). This, however, implies that $e^{\prime} \in \operatorname{Hom}\left(\mathcal{D}_{1}^{\leq 0}, \mathcal{D}_{1}^{\geq 1}\right)=0$ and $f \in \operatorname{Hom}\left(\mathcal{D}_{2}^{\leq 0}, \mathcal{D}_{2}^{\geq 1}\right)=0$. This means that $e^{\prime}=f=0$, which, by [32, Lemma 1.4] implies that $e$ has a right inverse $\tilde{e}$ such that $e \circ \tilde{e}=$ id. Hence, viewing the object $\widetilde{\phi} \in \mathcal{D}^{\uparrow}$ as a morphism in $\mathcal{D}$, we obtain, using the commutativity of the exact triangle viewed as a diagram, that

$$
\widetilde{\phi}=\widetilde{\phi} \circ \mathrm{id}=\widetilde{\phi} \circ e \circ \tilde{e}=f \circ \psi \circ \tilde{e}=0 \circ \psi \circ \tilde{e}=0 .
$$

Hence, we have $\operatorname{Hom}_{\mathcal{K}\left(\mathcal{A}^{\uparrow}\right)}\left(H_{1}, H_{2}[-1]\right)=0$ and therefore, by lemma 3.2.32, $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=0$.

We can now conclude by formulating the following theorem.
Theorem 3.2.34. Let $H_{1}, H_{2}$ be the hearts of bounded $t$-structures on $\mathcal{D}$,

$$
H=\left\{X \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\}
$$

is the heart of a t-structure on $\mathcal{D}^{\uparrow}$ if and only if $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{\leq 0}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=0$.
Proof. Apply lemma 3.1.5, lemma 3.1.14 and lemma 3.2.33.
Remark 3.2.35. Note, that by lemma 3.1.7 the t-structure corresponding to $H$ of theorem 3.2.34 is also bounded.

Corollary 3.2.36. For a standard slicing $\mathcal{P}$ on $\mathcal{D}$ consider hearts of bounded $t$-structures on $\mathcal{D}$ given by $H_{1}=\mathcal{P}(\alpha, \alpha+1]$ and $H_{2}=\mathcal{P}(\beta, \beta+1]$, where $\alpha, \beta \in \mathbb{R}$. Then $H=\left\{X \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\}$ is the heart of $a$ bounded $t$-structure on $\mathcal{D}^{\uparrow}$ if and only if $\alpha \geq \beta$.

Proof. Combine corollary 3.2 .31 with the "only if"-part of theorem 3.2.34.

The question that remains, however, is whether these are the only tstructures on $\mathcal{D}^{\uparrow}$. In particular, it has been previously investigated how to obtain a $t$-structure on $\mathcal{D}^{\uparrow}$ coming from a pair of $t$-structures on $\mathcal{D}$, that will then have a heart $H$ with the - moderately - straightforward description $H=\left\{X \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(X) \in H_{1}, \rho_{2}(X) \in H_{2}\right\}$. It is, however, possible to go further and combine pairs of t -structures that do not meet the requirement of corollary 3.2.36. This is done by the technique of recollement that we will introduce in the subsection 4.1.

Proposition 3.2.37. Assume $\sigma=(Z, H)$ to be a pre-stability condition on $\mathcal{D}^{\uparrow}$, obtained by CP-gluing from stability conditions $\sigma_{1}=\left(H_{1}, Z_{1}\right)$ and $\sigma_{2}=\left(H_{2}, Z_{2}\right)$, such that for $i=1,2, H_{i}=\mathcal{P}_{\mu}\left(\theta_{i}, \theta_{i}+1\right]$. If $\theta_{1} \geq \theta_{2}+1$ then

$$
Z=Z_{1} \circ i_{1}+Z_{2} \circ i_{2}
$$

has the HN-property.
Proof. Since $\theta_{1} \geq \theta_{2}+1$ we have

$$
\operatorname{Hom}_{\overline{\mathcal{D}} \uparrow}^{\leq 1}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)\right)=\operatorname{Hom}_{\overline{\mathcal{D}} \uparrow}^{\leq-1}\left(i_{1}\left(H_{1}\right), i_{2}\left(H_{2}\right)[1]\right)=0
$$

by lemma 3.2.30. Now we obtain from [21, Proposition 3.5] that $Z$ has the HN-property on $H$.

Remark 3.2.38. Note that it is in fact possible to complete the picture provided by proposition 3.2 .37 under particularly favourable conditions. Under the right assumptions on $\mathcal{A}$ we obtain via proposition 4.10.16, that any heart obtained by CP-gluing via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ provides in fact a pre-stability condition - that is, the HN-property is fulfilled for $Z$ as in proposition 3.2.37. Note that one can relax the condition $\theta_{1} \geq \theta_{2}+1$ of proposition 3.2 .37 slightly by using certain rationality assumptions (see [21, Proposition 3.5]).

We conclude with the following - preliminary - result. Its vague nature hints at the fact that one requires further conditions on $\mathcal{D}^{\uparrow}$ in order to obtain more satisfactory results.

Theorem 3.2.39. If the space of pre-stability conditions of $\mathcal{D}$ is non-empty, then so is the space of pre-stability conditions of $\mathcal{D}^{\uparrow}$.
Proof. Combine corollary 3.2.36 with proposition 3.2.37.
The following is - in analogy to the standard example of a stability condition explained in example 2.5.37 - what could be seen as the standard example of a glued stability condition on a particular version of $\mathcal{A}^{\uparrow}$. It is the concept of alpha-stability for holomorphic triples introduced by Bradlow and O. García-Prada (see [14] and [15]).

Example 3.2.40. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is a smooth projective curve. Consider pre-stability conditions $\left(Z_{1}, \mathcal{A}\right)$ and $\left(Z_{2}, \mathcal{A}\right)$ on $\mathcal{D}$ where for $A_{i}, C_{i} \in$ $\mathbb{R}_{>0}$ and $B_{i} \in \mathbb{R}$,

$$
\begin{array}{r}
Z_{1}\left(E_{1}\right)=-A_{1} \operatorname{deg}\left(E_{1}\right)+B_{1} \operatorname{rank}\left(E_{1}\right)+i C_{1} \operatorname{rank}\left(E_{1}\right) \\
\text { and } \\
Z_{2}\left(E_{2}\right)=-A_{2} \operatorname{deg}\left(E_{2}\right)+B_{2} \operatorname{rank}\left(E_{2}\right)+i C_{2} \operatorname{rank}\left(E_{2}\right)
\end{array}
$$

with $E_{1}, E_{2} \in \mathcal{A}$. The pre-stability condition obtained by CP-gluing via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ from $\left(Z_{1}, \mathcal{A}\right)$ and $\left(Z_{2}, \mathcal{A}\right)$ is given by $\left(Z, \mathcal{A}^{\uparrow}\right)$ where

$$
\begin{aligned}
& Z\left(F_{1} \rightarrow F_{2}\right)=-A_{1} \operatorname{deg}\left(F_{1}\right)-A_{2} \operatorname{deg}\left(F_{2}\right)+B_{1} \operatorname{rank}\left(F_{1}\right)+B_{2} \operatorname{rank}\left(F_{2}\right) \\
&+i\left(C_{1} \operatorname{rank}\left(F_{1}\right)+C_{2} \operatorname{rank}\left(F_{2}\right)\right)
\end{aligned}
$$

for $\left(F_{1} \rightarrow F_{2}\right) \in \mathcal{A}^{\uparrow}$.
Letting $A_{1}=A_{2}=C_{1}=C_{2}=1, B_{1}=-\alpha \in \mathbb{R}$ and $B_{2}=0$, we obtain

$$
Z\left(F_{1} \rightarrow F_{2}\right)=\operatorname{deg}\left(F_{1}\right)-\operatorname{deg}\left(F_{2}\right)-\alpha \operatorname{rank}\left(F_{1}\right)+i\left(\operatorname{rank}\left(F_{1}\right)+\operatorname{rank}\left(F_{2}\right)\right)
$$

This is the classical concept of $\alpha$-stability translated into our language.

## 4 Recollement, tilting and the computation of $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$

In this section we introduce two additional techniques that can be used to compute stability conditions on a given triangulated category. The first is that of recollement which will prove to produce interesting results with regard to the computation of the data we are interested in - we will develop this throughout subsections 4.1-4.4. However, the main result (theorem 4.4.6) with regard to recollement will be, that given the particular situation that we are working in it will not produce stability conditions that we could not have obtained via gluing. However, the tilting-technique, that will be introduced - and subsequently applied - in subsection 4.7 completes the picture painted by the application of CP-gluing as will be demonstrated in the remaining subsections of this section. The section is joint work with Eva Martínez and Alejandra Rincón.

### 4.1 Recollement

The technique of "recollement" was introduced by Beilinson, Bernstein and Deligne in [10] and as a method of finding and classifying bounded t-structures it is crucial for the search of new stability conditions and goes - from some perspective - beyond the CP-gluing technique. The theory bases on the following definition. The motivation is the consideration of open $(j: \mathcal{X} \hookrightarrow \mathcal{Z})$ and closed $(i: \mathcal{Y} \hookrightarrow \mathcal{Z})$ embeddings among topological spaces and of sheaves that are being pushed and pulled along them. Note, that our own notation will be inspired by the notation of Liu and Vitoria from [43], instead of the original one of [10]:

Definition 4.1.1. Let $\mathcal{X}, \mathcal{Y}$ and $\mathcal{Z}$ be triangulated categories. We say that $\mathcal{Z}$ admits recollement of $\mathcal{X}$ and $\mathcal{Y}$ if there are exact functors:

$$
\begin{array}{r}
i^{*}: \mathcal{Z} \rightarrow \mathcal{Y}, i_{*}=i_{!}: \mathcal{Y} \rightarrow \mathcal{Z}, i^{!}: \mathcal{Z} \rightarrow \mathcal{Y}, \\
j_{!}: \mathcal{X} \rightarrow \mathcal{Z}, j^{*}=j^{!}: \mathcal{Z} \rightarrow \mathcal{X} \text { and } j_{*}: \mathcal{X} \rightarrow \mathcal{Z}
\end{array}
$$

such that $i^{*} \dashv i_{*}=i_{!} \dashv i^{!}, j$ ! $\dashv j^{!}=j^{*} \dashv j_{*}$, moreover $i_{*}, j_{*}, j_{\text {! }}$ are full embeddings, $i^{!} \circ j_{*}=0$ and for any $Z \in \mathcal{Z}$ there are exact triangles:

$$
i_{!} i^{!}(Z) \rightarrow Z \rightarrow j_{*} j^{*}(Z) \xrightarrow{+}
$$

and

$$
j!j^{!}(Z) \rightarrow Z \rightarrow i_{*} i^{*}(Z) \xrightarrow{+} .
$$

Notation 4.1.2. We will in the future refer to the data and conditions of definition 4.1.1 as "recollement-data".

The use of recollement in order to find $t$-structures is seen by the following lemma, that Beilinson, Bernstein and Deligne proved in [10].

Lemma 4.1.3. Let $\mathcal{X}, \mathcal{Y}$ and $\mathcal{Z}$ be triangulated categories. Assume that $\mathcal{Z}$ admits recollement of $\mathcal{X}$ and $\mathcal{Y}$. Let $\left(\mathcal{X}^{\leq 0}, \mathcal{X}^{\geq 1}\right)$ and $\left(\mathcal{Y}^{\leq 0}, \mathcal{Y}^{\geq 1}\right)$ be $t$ structures on $\mathcal{X}$ and $\mathcal{Y}$ respectively. Define

$$
\begin{aligned}
& \mathcal{Z}^{\leq 0}=\left\{Z \in \mathcal{Z} \mid j^{*}(Z) \in \mathcal{X}^{\leq 0}, i^{*}(Z) \in \mathcal{Y}^{\leq 0}\right\} \\
& \mathcal{Z}^{\geq 1}=\left\{Z \in \mathcal{Z} \mid j^{*}(Z) \in \mathcal{X}^{\geq 1}, i^{!}(Z) \in \mathcal{Y}^{\geq 1}\right\} .
\end{aligned}
$$

Then $\left(\mathcal{Z}^{\leq 0}, \mathcal{Z}^{\geq 1}\right)$ is a $t$-structure on $\mathcal{Z}$.
Proof. See [10, Theorem 1.4.10].
A straightforward - yet useful - implication of definition 4.1.1 is provided by the following lemma that will be required later.

Lemma 4.1.4. Let $\mathcal{X}, \mathcal{Y}$ and $\mathcal{Z}$ be triangulated categories. Assume that $\mathcal{Z}$ admits recollement of $\mathcal{X}$ and $\mathcal{Y}$ via the functors given in definition 4.1.1. Then

$$
\operatorname{Hom}\left(i_{*}(A), j_{*}(B)\right)=0
$$

Proof. By definition 4.1.1, the recollement-data fulfils the conditions $i^{!} \circ j_{*}=$ 0 and $i_{!} \dashv i^{!}$. Hence

$$
\operatorname{Hom}\left(i_{!}(A), j_{*}(B)\right)=\operatorname{Hom}\left(A, i^{!}\left(j_{*}(B)\right)=\operatorname{Hom}(A, 0)=0\right.
$$

Remark 4.1.5. In subsection 5.1 we will provide an abundance of examples that will help the reader to understand the concept of recollement better. In particular will this help with regard to the difference of this concept compared to that of its related concept of CP-gluing which subsection 5.1 is build on and which subsection 4.4 investigates with regard to the issue of stability conditions in our particular situation.

The main difference between the similar techniques of gluing and recollement lies at the point where one needs to make restrictions in order to apply the theory. CP-Gluing works with two less adjoint functors then recollement and only requires one exact triangle. This means that it works in a more general context regarding the category that one works in - the findings of subsection 3.2 required no further restrictions on $\mathcal{A}$ (and hence on $\mathcal{D}$ ).

However, to use recollement, one may be forced to impose conditions, such as $\mathcal{D}$ having a Serre functor or $\mathcal{A}$ having enough injective objects in order to obtain the missing functors. On the other hand, in a situation where recollement is applicable, the orthogonality-assumption on the hearts is no longer required allowing to combine any two hearts which is not generally possible in the case of CP-gluing.

### 4.2 Application of the theory of Serre functors to $\mathcal{D}^{\uparrow}$

We can now use the theorems provided in the appendix A.1.15 and A.1.16) to extend our knowledge on $\mathcal{D}^{\uparrow}$. This is accomplished by theorem 4.2.19, for which we will now provide some preparations. Note that from now on we also draw on notation and terminology that has been introduced in the appendix. The following lemma is taken from [11, Proposition 1.5].

Lemma 4.2.1. If $\mathcal{B}$ is a strictly full triangulated subcategory of a triangulated category $\mathcal{A}$ the following statements are equivalent.

1. $\mathcal{B}$ is right- (respectively left-) admissible
2. The inclusion functor $\mathcal{B} \hookrightarrow \mathcal{A}$ has a right (respectively left) adjoint.

Proof. At first we assume that $\mathcal{B}$ is right admissible. By definition, for any $Y \in \mathcal{A}$ there hence exists an exact triangle

$$
B \rightarrow Y \rightarrow C \xrightarrow{+}
$$

where $B \in \mathcal{B}$ and $C \in \mathcal{B}^{\perp}$. For any $B^{\prime} \in \mathcal{B}$, applying the functor $\operatorname{Hom}\left(B^{\prime},-\right)$, this provides us with the exact sequence

$$
\operatorname{Hom}\left(B^{\prime}, C[-1]\right) \rightarrow \operatorname{Hom}\left(B^{\prime}, B\right) \rightarrow \operatorname{Hom}(B, Y) \rightarrow \operatorname{Hom}(B, C)
$$

Since we have $\operatorname{Hom}\left(B^{\prime}, C[-1]\right)=0=\operatorname{Hom}(B, Y)$, we obtain the isomorphism $\operatorname{Hom}\left(B^{\prime}, B\right) \cong \operatorname{Hom}\left(B^{\prime}, Y\right)$ making the functor that maps $Y$ onto $B$ the right adjoint to the inclusion functor of $\mathcal{B}$ into $\mathcal{A}$.

If, on the other hand, the inclusion $\mathcal{B} \hookrightarrow \mathcal{A}$ has a right adjoint, we obtain $\operatorname{Hom}\left(B^{\prime}, B\right) \cong \operatorname{Hom}\left(B^{\prime}, Y\right)$ for any $B^{\prime} \in \mathcal{B}$ and $Y \in \mathcal{A}$, where $B \in \mathcal{B}$ is the image of $Y$ under the functor that is right adjoint to the inclusion. Hence there is a $v \in \operatorname{Hom}(B, Y)$ such that for any $f \in \operatorname{Hom}\left(B^{\prime}, B\right)$ there is a $g \in \operatorname{Hom}\left(B^{\prime}, Y\right)$ for which we have $f=v \circ g$. Consider the canonical exact triangle

$$
B \xrightarrow{v} Y \rightarrow \operatorname{Cone}(v) \xrightarrow{+} .
$$

From $\operatorname{Hom}\left(B^{\prime}, Y\right) \cong \operatorname{Hom}\left(B^{\prime}, B\right)$ we obtain $\operatorname{Hom}\left(B^{\prime}, \operatorname{Cone}(v)\right)=0$ and hence we have Cone $(v) \in \mathcal{B}^{\perp}$, therefore, $\mathcal{B}$ is right admissible.

The proof for the equivalence with regard to the left admissibility and the existence of a left adjoint functor is similar.

We require the following corollary.
Corollary 4.2.2. Let $\mathcal{D}_{3}$ be the strictly full image of $\Delta$, then $\mathcal{D}_{3}$ is admissible.

Proof. $\Delta$ has a right adjoint functor by 3.2 .23 and a left-adjoint by 3.2 .24 . Now apply lemma 4.2.1.

In order to make use of corollary 4.2 .2 we introduce another lemma provided in [12, Proposition 1.7] and - since it was omitted there - include the proof for the convenience of the reader.

Lemma 4.2.3. If $\mathcal{B} \subset \mathcal{A}$ is a right-admissible subcategory of a triangulated category $\mathcal{A}$ then ${ }^{\perp}\left(\mathcal{B}^{\perp}\right)=\mathcal{B}$.

Proof. It is trivially always true that $\mathcal{B} \subset{ }^{\perp}\left(\mathcal{B}^{\perp}\right)$ and we have to prove ${ }^{\perp}\left(\mathcal{B}^{\perp}\right) \subset \mathcal{B}$. Assume $E \in{ }^{\perp}\left(\mathcal{B}^{\perp}\right)$, since $\mathcal{B}$ is right-admissible we obtain an exact triangle

$$
B \xrightarrow{v} E \rightarrow B^{\prime} \xrightarrow{+}
$$

where $B \in \mathcal{B}$ and $B^{\prime} \in \mathcal{B}^{\perp}$. Since $E \in{ }^{\perp}\left(\mathcal{B}^{\perp}\right)$, we have $\operatorname{Hom}\left(E, B^{\prime}\right)=0$. This gives

$$
B^{\prime}[-1] \xrightarrow{u} B \xrightarrow{v} E \xrightarrow{0}
$$

and hence we obtain $\tilde{u}: B \rightarrow B^{\prime}[-1]$ such that $\tilde{u} \circ u=\operatorname{id}_{B^{\prime}[-1]}$. But we have

$$
\tilde{u} \in \operatorname{Hom}\left(B, B^{\prime}[-1]\right) \subset \operatorname{Hom}\left({ }^{\perp}\left(\mathcal{B}^{\perp}\right), \mathcal{B}^{\perp}\right)=0
$$

and therefore obtain

$$
\operatorname{id}_{B^{\prime}[-1]}=\tilde{u} \circ u=0 \circ u=0
$$

which implies $B^{\prime}[-1]=0$. Hence $E \cong B$ implying $E \in \mathcal{B}$, which finishes the proof.

In analogy, we have the next lemma.
Lemma 4.2.4. If $\mathcal{B} \subset \mathcal{A}$ is a left-admissible subcategory of a triangulated category $\mathcal{A}$ then $\left({ }^{\perp} \mathcal{B}\right)^{\perp}=\mathcal{B}$.

Proof. It is trivially always true that $\mathcal{B} \subset\left({ }^{\perp} \mathcal{B}\right)^{\perp}$. Assume $E \in\left({ }^{\perp} \mathcal{B}\right)^{\perp}$, since $\mathcal{B}$ is left admissible we obtain an exact triangle

$$
B^{\prime} \rightarrow E \xrightarrow{v} B \xrightarrow{+}
$$

where $B \in \mathcal{B}$ and $B^{\prime} \in{ }^{\perp} \mathcal{B}$. Since $E \in\left({ }^{\perp} \mathcal{B}\right)^{\perp}$, we have $\operatorname{Hom}\left(B^{\prime}, E\right)=0$. This gives

$$
\xrightarrow{0} E \xrightarrow{v} B \xrightarrow{u} B^{\prime}[1] \xrightarrow{+}
$$

and hence we obtain $\tilde{u}: B^{\prime}[1] \rightarrow B$ such that $u \circ \tilde{u}=\operatorname{id}_{\left.B^{\prime}[1]\right]}$. But we have

$$
\tilde{u} \in \operatorname{Hom}\left(B^{\prime}[1], B\right)=\operatorname{Hom}\left(B^{\prime}, B[-1]\right) \subset \operatorname{Hom}\left({ }^{\perp} \mathcal{B}, \mathcal{B}\right)=0
$$

and therefore we obtain

$$
\operatorname{id}_{B^{\prime}[1]}=u \circ \tilde{u}=u \circ 0=0
$$

which implies $B^{\prime}[1]=0$. Hence $E \cong B$ implying $E \in \mathcal{B}$ which finishes the proof.

Corollary 4.2.5. We have $\left({ }^{\perp}\left(\mathcal{D}_{3}\right)\right)^{\perp}=\mathcal{D}_{3}={ }^{\perp}\left(\left(\mathcal{D}_{3}\right)^{\perp}\right)$.
Proof. By corollary 4.2.2, $\mathcal{D}_{3}$ is admissible, now use lemmas 4.2.3 and 4.2.4 to obtain the statement of the lemma.

Additionally we require the following simple fact.
Lemma 4.2.6. Let $\left(\mathcal{T}^{\leq 0}, \mathcal{T} \mathcal{R}^{\geq 1}\right)$ be a $t$-structure on a triangulated category $\mathcal{T R}$. Then $\left(\mathcal{T} \mathcal{R}^{\leq n}\right)^{\perp}=\mathcal{T} \mathcal{R}^{\geq n+1}$ and ${ }^{\perp}\left(\mathcal{T} \mathcal{R}^{\geq n+1}\right)=\mathcal{T} \mathcal{R}^{\leq n}$.

Proof. This is a simple redraft of lemma 2.5 .24 in a language that will suite us better to work with in the following.

In addition we need the - easy - observation that is next.
Lemma 4.2.7. Let $\left(\mathcal{T}^{1}, \mathcal{T R}^{2}\right)$ be a semiorthogonal decomposition on a triangulated category $\mathcal{T R}$. Then, if we define categories $\mathcal{T} \mathcal{R}^{\leq 0}=\mathcal{T} \mathcal{R}^{2}$ and $\mathcal{T R}^{\geq 1}=\mathcal{T} \mathcal{R}^{1}$, we obtain that $\left(\mathcal{T} \mathcal{R}^{\leq 0}, \mathcal{T} \mathcal{R}^{\geq 1}\right)$ is a $t$-structure on $\mathcal{T} \mathcal{R}$.

Proof. Definition 2.1.6 simply provides a special case of definition 2.5.20.
Remark 4.2.8. Note that these t-structures are never bounded and hence useless as data of a stability condition. Therefore the fact that semiorthogonal decompositions are in fact t-structures is best disregarded in the context that we are working in.

We can, however, use the t-structure $\left(\mathcal{T}^{\leq 0}, \mathcal{T R}^{\geq 1}\right)$ to prove the following.

Lemma 4.2.9. Let $\left(\mathcal{T R}^{1}, \mathcal{T}^{2}\right)$ be a semiorthogonal decomposition. Then $\left(\mathcal{T R}^{2}\right)^{\perp}=\mathcal{T} \mathcal{R}^{1}$ and ${ }^{\perp}\left(\mathcal{T} \mathcal{R}^{1}\right)=\mathcal{T} \mathcal{R}^{2}$.

Proof. Combine lemma 4.2.7 with lemma 4.2.6.
Lemma 4.2.10. For categories $\mathcal{A}, \mathcal{B}$ and $f \dashv g$ an adjoint pair of functors $f: \mathcal{A} \rightarrow \mathcal{B}$ and $g: \mathcal{B} \rightarrow \mathcal{A}$. Then

$$
\operatorname{ker}(f)={ }^{\perp}(\operatorname{im}(g))
$$

Proof. Assume $E \in \operatorname{ker}(f)$, for any $F \in \mathcal{B}$ we obtain

$$
\operatorname{Hom}(E, g(F))=\operatorname{Hom}(f(E), F)=\operatorname{Hom}(0, F)=0
$$

implying $E \in{ }^{\perp}(\operatorname{im}(g))$ and hence $\operatorname{ker}(f) \subset{ }^{\perp}(\operatorname{im}(g))$.
Assume now $E \in{ }^{\perp}(\operatorname{im}(g))$ to obtain

$$
\operatorname{Hom}(f(E), f(E))=\operatorname{Hom}(E, g f(E))=0
$$

which implies $f(E)=0$ and therefore $E \in \operatorname{ker}(f)$. Hence ${ }^{\perp}(\operatorname{im}(g)) \subset \operatorname{ker}(f)$ and the proof is finished.

Lemma 4.2.11. For categories $\mathcal{A}, \mathcal{B}$ and $f \dashv g$ an adjoint pair of functors $f: \mathcal{A} \rightarrow \mathcal{B}$ and $g: \mathcal{B} \rightarrow \mathcal{A}$. Then

$$
\operatorname{ker}(g)=(\operatorname{im}(f))^{\perp}
$$

Proof. Similar to 4.2.10.
Lemma 4.2.12. There is an equality $\mathcal{D}_{1}={ }^{\perp} \mathcal{D}_{3}$.
Proof. Since we have the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$, we have $\left(\mathcal{D}_{2}\right)^{\perp}=\mathcal{D}_{1}$ and ${ }^{\perp}\left(\mathcal{D}_{1}\right)=\mathcal{D}_{2}$ by lemma 4.2.9. Using the lemmas 4.2.10 and 4.2.11 together with the adjunctions $i_{2}, \dashv \rho_{2}$ and $\rho_{2} \dashv \Delta$ we obtain

$$
\mathcal{D}_{1}=\left(\mathcal{D}_{2}\right)^{\perp}=\left(\operatorname{im}\left(i_{2}\right)\right)^{\perp}=\operatorname{ker}\left(\rho_{2}\right)=^{\perp}(\operatorname{im} \Delta)=^{\perp}\left(\mathcal{D}_{3}\right) .
$$

In analogy to this we have the next lemma.
Lemma 4.2.13. There is an equality $\mathcal{D}_{3}^{\perp}=\mathcal{D}_{2}$.
Proof. Similar to the proof of lemma 4.2.12.

We sum up with the following corollary.
Corollary 4.2 .14 . The following equalities hold true.

1. $\mathcal{D}_{2}^{\perp}=\mathcal{D}_{1}$
2. ${ }^{\perp} \mathcal{D}_{1}=\mathcal{D}_{2}$
3. $\mathcal{D}_{1}^{\perp}=\mathcal{D}_{3}$
4. ${ }^{\perp} \mathcal{D}_{2}=\mathcal{D}_{3}$
5. $\mathcal{D}_{3}^{\perp}=\mathcal{D}_{2}$
6. ${ }^{\perp} \mathcal{D}_{3}=\mathcal{D}_{1}$

Proof. Proving this in order of appearance we have

1. This was shown as part of the proof of lemma 4.2.12.
2. This was shown as part of the proof of lemma 4.2.12.
3. By lemma 4.2.12 we have $\mathcal{D}_{1}={ }^{\perp} \mathcal{D}_{3}$. Hence, using corollary 4.2.5 we obtain $\left(\mathcal{D}_{1}\right)^{\perp}=\left({ }^{\perp} \mathcal{D}_{3}\right)^{\perp}=\mathcal{D}_{3}$.
4. Similar to the previous, this time use lemma 4.2.13 again combined with corollary 4.2.5.
5. By lemma 4.2.13.
6. By lemma 4.2.12.

It is at this point that we introduce a very important fact that can now be easily established.

Theorem 4.2.15. We have $\mathcal{D}^{\uparrow}=\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle, \mathcal{D}^{\uparrow}=\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ and $\mathcal{D}^{\uparrow}=\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$. Proof. The equality $\mathcal{D}^{\uparrow}=\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ is provided by proposition 3.2 .22 . For the others combine lemma A.1.6 with corollaries 4.2 .2 and 4.2.14.

Now returning to the development of the theory of Serre functors on $\mathcal{D}^{\uparrow}$, corollary 4.2.14 allows us to prove the following lemma.

Lemma 4.2.16. The subcategory $\mathcal{D}_{1}$ of $\mathcal{D}^{\uparrow}$ is admissible.

Proof. We obtain $\mathcal{D}_{1}$ left admissible from the fact that $\mathcal{D}^{\uparrow}=\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ (proposition 3.2.22. We must - therefore - prove that $\mathcal{D}_{1}$ is right admissible too. Since $\mathcal{D}_{3}$ is admissible by corollary 4.2.2, we obtain an exact triangle

$$
\begin{equation*}
A \rightarrow X \rightarrow B \xrightarrow{+} \tag{4.1}
\end{equation*}
$$

where $A \in{ }^{\perp} \mathcal{D}_{3}$ and $B \in \mathcal{D}_{3}$. By corollary 4.2.14 we obtain ${ }^{\perp} \mathcal{D}_{3}=\mathcal{D}_{1}$ and $\mathcal{D}_{1}^{\perp}=\mathcal{D}_{3}$. This means, the exact triangle (4.1) now becomes one where $A \in \mathcal{D}_{1}$ and $B \in \mathcal{D}_{1}^{\perp}$. In other words, $\mathcal{D}_{1}$ is right admissible and combined with the fact that it is also left admissible as we saw at the beginning, it is indeed admissible.

And we also obtain the statement for $\mathcal{D}_{2}$.
Lemma 4.2.17. The subcategory $\mathcal{D}_{2}$ of $\mathcal{D}^{\uparrow}$ is admissible.
Proof. We obtain $\mathcal{D}_{2}$ right admissible from the fact that $\mathcal{D}^{\uparrow}=\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ (proposition 3.2.22). We must - therefore - prove that $\mathcal{D}_{2}$ is left admissible too. Since $\mathcal{D}_{3}$ is admissible by corollary 4.2.2, we obtain an exact triangle

$$
\begin{equation*}
A \rightarrow X \rightarrow B \xrightarrow{+} \tag{4.2}
\end{equation*}
$$

where $A \in \mathcal{D}_{3}$ and $B \in\left(\mathcal{D}_{3}\right)^{\perp}$. By corollary 4.2.14 , we obtain ${ }^{\perp} \mathcal{D}_{2}=\mathcal{D}_{3}$ and $\left(\mathcal{D}_{3}\right)^{\perp}=\mathcal{D}_{2}$. This means, the exact triangle (4.2) now becomes one where $A \in{ }^{\perp} \mathcal{D}_{2}$ and $B \in \mathcal{D}_{2}$. In other words, $\mathcal{D}_{2}$ is left admissible and combined with the fact that it is also right admissible as we saw at the beginning, it is indeed admissible.

Remark 4.2.18. After developing a lot of theory over section 3 and this one we are now able to prove theorem 4.2 .19 without extra assumptions. In 49 the additional assumption of $\mathcal{D}$ being right- and left-saturated (see [12, Definition 2.5] for the meaning of "saturated") had to be made, which provides a short cut to the admissibility of $\mathcal{D}_{2}$ via [12, Proposition 2.6].

The admissibility shown before has the following nice consequence, that we will need later.

Theorem 4.2.19. If $\mathcal{D}$ has a Serre functor then so has $\mathcal{D}^{\uparrow}$.
Proof. For the categories $\mathcal{B}$ and $\mathcal{C}$ from theorem A.1.15 we let $\mathcal{B}=\mathcal{D}_{3}$, which, by corollary 4.2 .2 is indeed admissible. By corollary 4.2.14, we have $\left(\mathcal{D}_{3}\right)^{\perp}=\mathcal{D}_{2}$ and therefore $\mathcal{C}=\mathcal{B}^{\perp}=\left(\mathcal{D}_{3}\right)^{\perp}=\mathcal{D}_{2}$. Since, by 4.2.17, $\mathcal{D}_{2}$ is admissible and, additionally both $\mathcal{D}_{3}$ and $\mathcal{D}_{2}$, as copies of $\mathcal{D}$ have a Serre functor, we can apply theorem A.1.15 to see that $\mathcal{D}^{\uparrow}$ has a Serre functor.

We therefore introduce new language.
Notation 4.2.20. Let $S_{\mathcal{D}}$ denote the Serre functor on $\mathcal{D}$ and $S_{\mathcal{D} \uparrow}$ the Serre functor on $\mathcal{D}^{\uparrow}$.

An immediate consequence of theorem 4.2.19, in combination with theorem 4.2.15, is that we can now compute additional hearts of $t$-structures.

We harvest from the previous work in order to provide recollement-data. At first we need to introduce a new functor.

Lemma 4.2.21. The functor $i_{1}$ has a right adjoint.
Proof. Combine lemma 4.2 .16 with lemma 4.2.1.
Definition 4.2.22. Define $\mathbb{K}$ to be the right adjoint functor of $i_{1}$.
Remark 4.2.23. The existence of $\mathbb{K}$ is granted by lemma 4.2.21
Corollary 4.2.24. Assume $\mathcal{D}$ has Serre functor. Let $\mathcal{P}$ be a standard slicing and $H_{1}=\mathcal{P}(\alpha, \alpha+1], H_{2}=\mathcal{P}(\beta, \beta+1]$ be hearts of $t$-structures on $\mathcal{D}$.

- There is a heart $H=\left\{E \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(E) \in H_{1}, \mathbb{K}(E) \in H_{2}\right\}$ of a bounded $t$-structure on $\mathcal{D}^{\uparrow}$ obtained by CP-gluing via $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ from $H_{1}, H_{2}$ if $\alpha \geq \beta+1$.
- There is a heart $H=\left\{E \in \mathcal{D}^{\uparrow} \mid \mathbb{K}(E)[1] \in H_{1}, \rho_{2}(E) \in H_{2}\right\}$ of a bounded $t$-structure on $\mathcal{D}^{\uparrow}$ obtained by CP-gluing via $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ from $H_{1}, H_{2}$ if $\alpha \geq \beta+1$.

Proof. To see that there is a heart $H$ of a bounded t-structure on $\mathcal{D}^{\uparrow}$ obtained by CP-gluing via $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ (that theorem 4.2 .15 provides) from $H_{1}, H_{2}$ if $\alpha \geq \beta+1$ we use

$$
\begin{array}{r}
\quad \operatorname{Hom}^{\leq 0}\left(\Delta H_{1}, i_{1} H_{2}\right)=\operatorname{Hom}^{\leq 0}\left(\Delta H_{1}[-1], i_{1} H_{2}[-1]\right) \\
=\operatorname{Hom}^{\leq 0}\left(S_{\mathcal{D}^{\uparrow}}^{-1} i_{1} H_{1}, S_{\mathcal{D}^{\uparrow} \uparrow}^{-1} i_{2} H_{2}[1]\right)=\operatorname{Hom}^{\leq 0}\left(i_{1} H_{1}, i_{2} H_{2}[1]\right)
\end{array}
$$

which we obtain from theorems 4.2 .19 and A.1.16. The result now follows from lemmas 3.2 .30 and 3.1.5 (21, Lemma 2.1]). The proof that there is a heart $H$ of a bounded t-structure on $\mathcal{D}^{\uparrow}$ obtained by CP-gluing via $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ from $H_{1}, H_{2}$ if $\alpha \geq \beta+1$ is similar.

We will use the admissibility of the categories $\mathcal{D}_{1}, \mathcal{D}_{2}$ and $\mathcal{D}_{3}$ to prove the main theorem of this section 4.3.15). The proof is broken into a series of lemmas.

As a result of the adjunction of $\mathbb{K}$ and $i_{1}$ we can now introduce the vanishing of a composition of functors, that we also require.

Lemma 4.2.25. For $\Delta$ as in lemma 3.2.8 we have

$$
\mathbb{K} \circ \Delta=0
$$

Proof. By corollary 3.2.15, we have $\rho_{2} \circ i_{1}=0$. Now, using the adjunctions provided by lemma 3.2.24 and lemma 4.2.21 in combination with definition 4.2 .22 , we obtain for any $F \in \mathcal{D}$,

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}}(\mathbb{K}(\Delta(F)), \mathbb{K}(\Delta(F))) \cong \operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1}(\mathbb{K}(\Delta(F))), \Delta(F)\right) \\
\cong \operatorname{Hom}_{\mathcal{D}}\left(\rho_{2}\left(i_{1}(\mathbb{K}(\Delta(F)))\right), F\right)=\operatorname{Hom}_{\mathcal{D}}(0, F)=0,
\end{array}
$$

which implies $\mathbb{K} \circ \Delta=0$.
Lemma 4.2.26. For any $E \in \mathcal{D}$ there are exact triangles

1. $i_{1}(\mathbb{K}(E)) \rightarrow E \rightarrow \Delta\left(\rho_{2}(E)\right) \xrightarrow{+}$
2. $\Delta\left(\lambda_{1}(E)\right) \rightarrow E \rightarrow i_{2}(\mathbb{C}(E)) \xrightarrow{+}$ where $\mathbb{C}$ is defined to be the left adjoint functor of $i_{2}$ (which exists by the combined statements of lemma 4.2.17 and lemma 4.2.1).

Proof. By theorem 4.2.15 we have semiorthogonal decompositions $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ and $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ of $\mathcal{D}^{\uparrow}$ where $\mathbb{K}, \mathbb{C}$ and $\Delta$ are the left and right adjoint functors to the respective inclusions.

We proceed with the following technical lemmas.
Lemma 4.2.27. We have $\mathbb{K} \circ i_{2}[1] \cong \operatorname{id}_{\mathcal{D}}$.
Proof. For any $E \in \mathcal{D}^{\uparrow}$ we have an exact triangle

$$
i_{2}\left(\rho_{2}(E)\right) \rightarrow E \rightarrow i_{1}\left(\lambda_{1}(E)\right) \xrightarrow{+} .
$$

Hence, for any $F \in \mathcal{D}$ we obtain

$$
i_{2}\left(\rho_{2}(\Delta(F))\right) \rightarrow \Delta(F) \rightarrow i_{1}\left(\lambda_{1}(\Delta(F))\right) \xrightarrow{+} .
$$

Now, since $\rho_{2} \circ \Delta=\mathrm{id}_{\mathcal{D}}=\lambda_{1} \circ \Delta$ this becomes the exact triangle

$$
i_{2}(F) \rightarrow \Delta(F) \rightarrow i_{1}(F) \xrightarrow{+} .
$$

Using $\mathbb{K}$ on this we obtain the exact triangle

$$
\mathbb{K}\left(i_{2}(F)\right) \rightarrow \mathbb{K}(\Delta(F)) \rightarrow \mathbb{K}\left(i_{1}(F)\right) \xrightarrow{+} .
$$

But $\mathbb{K} \circ \Delta=0$ by lemma 4.2 .25 and hence we obtain $\mathbb{K}\left(i_{1}(F)\right) \cong \mathbb{K}\left(i_{2}(F)\right)[1]$. Since $i_{1}$ is fully faithful and $i_{1} \dashv \mathbb{K}$, we have $\operatorname{id}_{\mathcal{D}} \cong \mathbb{K} \circ i_{1}$. Hence $\operatorname{id}_{\mathcal{D}} \cong$ $\mathbb{K} \circ i_{2}[1]$.

Lemma 4.2.28. Assume $\mathcal{D}$ has a Serre functor. We have $\mathbb{K}=\mathbb{C}[-1]$.
Proof. Define $j$ ! to be the left adjoint functor of $\mathbb{C}$. Its existence is due to the combination of the statements of theorem 4.2 .19 and theorem A.1.16. Since $i_{2}$ is fully faithful, so is $j_{!}$and we define $\mathcal{D}_{!}=\operatorname{im}\left(j_{!}\right)$. Hence, using lemma 4.2 .11 and corollary 4.2.14 we obtain

$$
\left(\widetilde{\mathcal{D}}_{!}\right)^{\perp}=(\operatorname{im}(j!))^{\perp}=\operatorname{ker}(\mathbb{C})={ }^{\perp} \mathcal{D}_{2}=\mathcal{D}_{3} .
$$

Moreover, $\widetilde{\mathcal{D}}_{1}$ is right admissible by lemma 4.2.1 which implies that for any $E \in \mathcal{D}^{\uparrow}$ there is an exact triangle

$$
j_{!}(\mathbb{C}(E)) \rightarrow E \rightarrow \Delta\left(\rho_{2}(E)\right) \xrightarrow{+} .
$$

Since, by lemma 4.2.26, there is also an exact triangle

$$
i_{1}(\mathbb{K}(E)) \rightarrow E \rightarrow \Delta\left(\rho_{2}(E)\right) \stackrel{+}{\rightarrow},
$$

we obtain $i_{1}(\mathbb{K}(E)) \cong j_{!}(\mathbb{C}(E))$. By lemma 4.2.27 we have $\operatorname{id}_{\mathcal{D}} \cong \mathbb{K} \circ i_{2}[1]$. Now, since $i_{2}$ is fully faithful and $\mathbb{C} \dashv i_{2}$, we obtain $\mathbb{C} \circ i_{2} \cong \operatorname{id}_{\mathcal{D}}$, giving

$$
i_{1}=i_{1} \circ \mathrm{id}_{\mathcal{D}} \cong i_{1} \circ \mathbb{K} \circ i_{2}[1] \cong j_{!} \circ \mathbb{C} \circ i_{2}[1] \cong j_{!}[1] .
$$

Since $i_{1} \dashv \mathbb{K}$ is an adjoint pair. Hence we also have $j_{!}[1] \dashv \mathbb{K}$ and therefore $\mathbb{K} \cong \mathbb{C}[-1]$.

### 4.3 Application of recollement to $\mathcal{D}^{\uparrow}$ with regard to the theory of Serre functors

We are now ready to make use of our previous preparations in order to introduce recollement data on $\mathcal{D}^{\uparrow}$.

Lemma 4.3.1. For

$$
i_{!}=i_{*}=i_{1}, i^{*}=\lambda_{1}, j!=i_{2}, j^{*}=j^{!}=\rho_{2}, j_{*}=\Delta, i^{!}=\mathbb{K},
$$

the adjunctions of definition 4.1.1 are fulfilled.
Proof. This is provided by lemmas 3.2.11, 3.2.24 and the combination of lemma 4.2.21 with definition 4.2.22.

Lemma 4.3.2. Keep the assumptions of lemma 4.3.1. Then for $Z \in \mathcal{D}^{\uparrow}$,

$$
\begin{equation*}
i_{1} \mathbb{K}(Z) \rightarrow Z \rightarrow \Delta \rho_{2}(Z) \xrightarrow{+} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
i_{2} \rho_{2}(Z) \rightarrow Z \rightarrow i_{1} \lambda_{1}(Z) \xrightarrow{+} \tag{4.4}
\end{equation*}
$$

are exact triangles.
Proof. The existence of (4.3) is due to lemma 4.2.26, the existence of (4.4) to proposition 3.2.22.

It is at this point that we shall - prior to the continuation of the provision of the necessary facts that will lead to the usage of recollement - provide a small excursion on an implication that lemma 4.3 .2 has.

Lemma 4.3.3. For any $Z \in \mathcal{D}^{\uparrow}$, there is an exact triangle

$$
\mathbb{K}(Z) \rightarrow \lambda_{1}(Z) \rightarrow \rho_{2}(Z) \xrightarrow{+}
$$

on $\mathcal{D}$.
Proof. By lemma 4.3.2,

$$
\begin{equation*}
i_{1} \mathbb{K}(Z) \rightarrow Z \rightarrow \Delta \rho_{2}(Z) \xrightarrow{+} \tag{4.5}
\end{equation*}
$$

is an exact triangle. Since $\lambda_{1}$ is an exact functor, we obtain the exact triangle

$$
\lambda_{1}\left(i_{1} \mathbb{K}(Z)\right) \rightarrow \lambda_{1}(Z) \rightarrow \lambda_{1}\left(\Delta\left(\rho_{2}(Z)\right)\right) \xrightarrow{+}
$$

on $\mathcal{D}$. By corollary 3.2.19 we have

$$
\lambda_{1}\left(i_{1}(\mathbb{K}(Z))\right) \stackrel{\cong}{\rightarrow} \mathbb{K}(Z)
$$

and, similarly to 3.2.19 we also obtain $\operatorname{id}_{\mathcal{D}} \xlongequal{\cong} \lambda_{1} \circ \Delta$, implying

$$
\rho_{2}(Z) \stackrel{\cong}{\rightrightarrows} \lambda_{1}\left(\Delta\left(\rho_{2}(Z)\right)\right),
$$

which finishes the proof.
This provides us with the following - quite useful - fact that will be presented next.

Corollary 4.3.4. For $Z \in \mathcal{D}^{\uparrow}$ where $Z=\left(Z_{1} \xrightarrow{f} Z_{2}\right)$, let

$$
\mathbb{K}(Z) \rightarrow \lambda_{1}(Z) \xrightarrow{\mu_{Z}} \rho_{2}(Z) \xrightarrow{+}
$$

be the exact triangle of lemma 4.3.3. Then $\mu_{Z}=f \circ(\text { quis })^{-1}$ where quis is a quasi-isomorphism in $\mathcal{K}\left(\mathcal{A}^{\uparrow}\right)$.

Proof. Let $Z=\left(E_{1} \xrightarrow{f} E_{2}\right)$. The three objects $\left(E_{1} \xrightarrow{f} E_{2}\right),\left(E_{2} \xrightarrow{\text { id } E_{2}} E_{2}\right)$ and (Cone $(f) \rightarrow 0) \in \mathcal{D}^{\uparrow}$ fit into the short exact sequence

in $\mathcal{C}(\mathcal{A})$ and therefore into the corresponding exact triangle in $\mathcal{D}^{\uparrow}$. Hence, we obtain an exact triangle

$$
\begin{equation*}
(0 \rightarrow \operatorname{Cone}(f)[-1]) \rightarrow\left(E_{1} \xrightarrow{f} E_{2}\right) \xrightarrow{\xi}\left(E_{2} \xrightarrow{\mathrm{id}_{E_{2}}} E_{2}\right) \xrightarrow{+} \tag{4.6}
\end{equation*}
$$

where $\xi=$

$$
\begin{array}{ccc}
E_{1} \xrightarrow{f} & E_{2} \\
\downarrow^{f} & & \downarrow^{\mathrm{id}_{E_{2}}} \\
E_{2} \xrightarrow{\mathrm{id}_{E_{2}}} & E_{2} .
\end{array}
$$

Since $(0 \rightarrow \operatorname{Cone}(f)[-1]) \in \mathcal{D}_{1}$ and $\left(E_{2} \xrightarrow{\text { id } E_{2}} E_{2}\right) \in \mathcal{D}_{3}$, we see that 4.6) is a decomposition-triangle for the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{3}\right\rangle$ which exists by theorem 4.2.15. But - on the other hand - so is (4.3) and since decomposition-triangles are unique up to isomorphisms by lemma 3.1.1, we obtain (4.3) $\cong(4.6)$. Therefore we obtain $\lambda_{1}(\boxed{4.3)}) \cong \lambda_{1}(\boxed{4.6})$ which implies $\mu_{Z} \cong \lambda_{1}(\xi) \cong f$. The proof is now finished.

Remark 4.3.5. Note that we will form now on refrain from the - formally correct - referring to $\mu$ as $f \circ$ (quis) $)^{-1}$ and simply say that it equals to $f$.

Furthermore, we obtain the following nice result.
Corollary 4.3.6. For any $Z=\left(Z_{1} \xrightarrow{f} Z_{2}\right) \in \mathcal{D}^{\uparrow}$ we obtain the equality $\mathbb{K}(Z) \cong \operatorname{Cone}(f)[-1]$.

Proof. Extend the morphism $f$ to the exact triangle

$$
Z_{1} \xrightarrow{f} Z_{2} \rightarrow \operatorname{Cone}(f) \xrightarrow{+} .
$$

Since $\lambda_{1}(Z)=Z_{1}$ and $\rho_{2}(Z)=Z_{2}$, we obtain the result by considering the exact triangle

$$
\mathbb{K}(Z) \rightarrow \lambda_{1}(Z) \xrightarrow{\mu_{Z}} \rho_{2}(Z) \xrightarrow{+}
$$

from lemma 4.3 .3 together with that statement of corollary 4.3.4.
Remark 4.3.7. Note that we can too obtain the result $\mathbb{K}(Z) \cong \operatorname{Cone}(f)[-1]$ from the isomorphism of triangles (4.3) $\cong 4.6$ that we used in corollary 4.3.4.

Lemma 4.3.8. Keep the assumptions of lemma 4.3.1. Then $i_{*}=i_{1}, j_{*}=\Delta$ and $j_{!}=i_{2}$ are full embeddings.

Proof. Let $A, B \in \mathcal{D}^{\uparrow}$ and $f \in \operatorname{Hom}_{\mathcal{D} \uparrow}\left(i_{1}(A), i_{1}(B)\right)$ then $f=\left(f_{1}, 0\right)$ where $f_{1} \in \operatorname{Hom}_{\mathcal{D}}(A, B)$. Hence the map

$$
\begin{array}{r}
i_{1}: \operatorname{Hom}_{\mathcal{D}}(A, B) \rightarrow \operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1}(A), i_{1}(B)\right) \\
i_{1}(f)=(f, 0)
\end{array}
$$

is surjective - and therefore $i_{1}$ is full. In the same manner we obtain that $i_{2}$ and $\Delta$ are full.

Remark 4.3.9. Note that the fact that $\Delta$ is full was already proven in the general situation where one does not have a Serre functor available - see lemma 3.2.28. However, the availability of the Serre functor makes the proofs a whole lot easier and less tedious.

Theorem 4.3.10. Keep the assumptions of lemma 4.3.1. Then recollement data on $\mathcal{D}^{\uparrow}$ is provided by two copies of $\mathcal{D}$ via the functors given in lemma 4.3.1.

Proof. The adjunction-condition of definition 4.1.1 is given by lemma 4.3.1, The vanishing condition on $\mathbb{K} \circ \Delta$ is provided by lemma 4.2.25, the fullness of the embeddings by lemma 4.3.8 and finally the two exact triangles by lemma 4.3 .2 .

We can hence apply the theory developed in [10] to combine any two bounded t -structures on $\mathcal{D}$.

Corollary 4.3.11. Let $\left(\mathcal{D}_{1}^{\leq 0}, \mathcal{D}_{1}^{\geq 1}\right)$ and $\left(\mathcal{D}_{2}^{\leq 0}, \mathcal{D}_{2}^{\geq 1}\right)$ be $t$-structures on $\mathcal{D}$. Then $\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)$, defined by

$$
\begin{aligned}
& \mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \rho_{2}(Z) \in \mathcal{D}_{2}^{\leq 0}, \lambda_{1}(Z) \in \mathcal{D}_{1}^{\leq 0}\right\} \\
& \mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \rho_{2}(Z) \in \mathcal{D}_{2}^{\geq 1}, \mathbb{K}(Z) \in \mathcal{D}_{1}^{\geq 1}\right\}
\end{aligned}
$$

is a $t$-structure on $\mathcal{D}^{\uparrow}$.
Proof. We combine lemma 4.1.3 with theorem 4.3.10.
We have seen that we can obtain a t-structure on $\mathcal{D}^{\uparrow}$ by combining any two $t$-structures on $\mathcal{D}$. In some of these cases the result of this process can be understood by applying corollary 3.2.36. It is hence our task to understand what the extra data gained by recollement means in terms of $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$.

Definition 4.3.12. Recollement-data on $\mathcal{D}^{\uparrow}$, given by

$$
i_{!}=i_{*}=i_{1}, i^{*}=\lambda_{1}, j_{!}=i_{2}, j^{*}=j^{!}=\rho_{2}, j_{*}=\Delta, i^{!}=\mathbb{K}
$$

will be called "type-1-recollement-data".
At this point it is not clear, whether this definition is of a mere theoretical nature, or if indeed other recollement-datas can be chosen. We will see now that the latter is - indeed - the case.

Lemma 4.3.13. Assume $\mathcal{D}$ has a Serre functor. Recollement-data on $\mathcal{D}^{\uparrow}$ is given by

$$
i_{!}=i_{*}=\Delta, i^{*}=\rho_{2}, j_{!}=i_{1}, j^{*}=j^{!}=\mathbb{K}, j_{*}=i_{2}[1], i^{!}=\lambda_{1}
$$

Proof. All adjunctions of definition 4.1.1 and the fullness are fulfilled - the key-point being $\mathbb{K}=\mathbb{C}[-1]$ by lemma 4.2 .28 , which implies $\mathbb{K} \dashv i_{2}[1]$. The existence of the required exact triangles is due to the lemmas 4.3.2 and 4.2.26.

Lemma 4.3.14. Assume $\mathcal{D}$ has a Serre functor. Recollement-data on $\mathcal{D}^{\uparrow}$ is given by

$$
i_{!}=i_{*}=i_{2}, i^{*}=\mathbb{C}, j_{!}=\Delta, j^{*}=j^{!}=\lambda_{1}, j_{*}=i_{1}, i^{!}=\rho_{2} .
$$

Proof. Similar to the proof of 4.3 .13 but without the implication of lemma 4.2.28.

Theorem 4.3.15. Three sets of recollement-data on $\mathcal{D}^{\uparrow}$ are given by the functors

1. equation 4.3.12),
2. $i_{!}=i_{*}=\Delta, i^{*}=\rho_{2}, j_{!}=i_{1}, j^{*}=j^{!}=\mathbb{K}, j_{*}=i_{2}[1], i^{!}=\lambda_{1}$,
3. $i_{!}=i_{*}=i_{2}, i^{*}=\mathbb{C}, j_{!}=\Delta, j^{*}=j^{!}=\lambda_{1}, j_{*}=i_{1}, i^{!}=\rho_{2}$.

Proof. Use lemmas 4.3.13 and 4.3.14 for parts two and three.
Definition 4.3.16. In extension of definition 4.3.12 we define the second and third set of recollement-data of theorem 4.3 .15 to be "type-2-recollementdata" and "type-3-recollement-data", respectively.

We can hence use this to define more t-structures on $\mathcal{D}^{\uparrow}$, provided by the following.

Corollary 4.3.17. There are $t$-structures on $\mathcal{D}^{\uparrow}$ given by
1.

$$
\begin{aligned}
& \mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \rho_{2}(Z) \in \mathcal{D}_{2}^{\leq 0}, \lambda_{1}(Z) \in \mathcal{D}_{1}^{\leq 0}\right\} \\
& \mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \rho_{2}(Z) \in \mathcal{D}_{2}^{\geq 1}, \mathbb{K}(Z) \in \mathcal{D}_{1}^{\geq 1}\right\}
\end{aligned}
$$

that we refer to as $t$-structures obtained via type-1-recollement-data,
2.

$$
\begin{gathered}
\mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \mathbb{K}(Z) \in \mathcal{D}_{2}^{\leq 0}, \rho_{2}(Z) \in \mathcal{D}_{1}^{\leq 0}\right\} \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \mathbb{K}(Z) \in \mathcal{D}_{2}^{\geq 1}, \lambda_{1}(Z) \in \mathcal{D}_{1}^{\geq 1}\right\},
\end{gathered}
$$

that we refer to as $t$-structures obtained via type-2-recollement-data,
3.

$$
\begin{aligned}
& \mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(Z) \in \mathcal{D}_{2}^{\leq 0}, \mathbb{C}(Z) \in \mathcal{D}_{1}^{\leq 0}\right\} \\
& \mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(Z) \in \mathcal{D}_{2}^{\geq 1}, \rho_{2}(Z) \in \mathcal{D}_{1}^{\geq 1}\right\}
\end{aligned}
$$

that we refer to as $t$-structures obtained via type-3-recollement-data,
for t-structures $\left(\mathcal{D}_{1}^{\leq 0}, \mathcal{D}_{1}^{\geq 1}\right)$ and $\left(\mathcal{D}_{2}^{\leq 0}, \mathcal{D}_{2}^{\geq 1}\right)$ on $\mathcal{D}$.
Proof. The first is by 4.3.11, the second and the third are by 4.3.15 combined with lemma 4.1.3,

Definition 4.3.18. Let t-structures on $\mathcal{D}$ be given by

$$
\left(\mathcal{D}_{1}^{\leq 0}, \mathcal{D}_{1}^{\geq 1}\right)=(\mathcal{P}(\alpha, \infty), \mathcal{P}(-\infty, \alpha]),\left(\mathcal{D}_{2}^{\leq 0}, \mathcal{D}_{2}^{\geq 1}\right)=(\mathcal{P}(\beta, \infty), \mathcal{P}(-\infty, \beta])
$$

where $\mathcal{P}$ denotes the standard slicing. A t-structure ( $\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}$ ) that is obtained by recollement from t-structures ( $\mathcal{D}_{1}^{\leq 0}, \mathcal{D}_{1}^{\geq 1}$ ) and ( $\mathcal{D}_{2}^{\leq 0}, \mathcal{D}_{2}^{\geq 1}$ ) via type-1-recollement-data, type-2-recollement-data or type-3-recollement-data in the sense of corollary 4.3.17. will be denoted $\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}\right),\left(\mathcal{D}_{2, \alpha, \beta}^{\leq 0}, \mathcal{D}_{2, \alpha, \beta}^{\geq 1}\right)$ or ( $\mathcal{D}_{3, \alpha, \beta}^{\leq 0}, \mathcal{D}_{3, \alpha, \beta}^{\geq 1}$ ) respectively.

Lemma 4.3.19. For a t-structure ( $\mathcal{D}_{2, \beta, \alpha}^{\leq 0}, \mathcal{D}_{2, \alpha, \beta}^{\geq 1}$ ) on $\mathcal{D}^{\uparrow}$ assume that $\alpha \leq$ $\beta-1$, then $\left(\mathcal{D}_{2, \beta, \alpha}^{\leq 0}, \mathcal{D}_{2, \beta, \alpha}^{\geq 1}\right)=\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}\right)$.
Proof. Assume $X \in \mathcal{D}_{2, \beta, \alpha}^{\leq 0}=\left\{X \mid \mathbb{K}(X) \in \mathcal{D}_{1}^{\leq 0}, \rho_{2}(X) \in \mathcal{D}_{2}^{\leq 0}\right\}$. Since $\alpha \leq \beta-1$ was assumed, we have $\alpha \leq \beta$ and therefore $\mathcal{D}_{2}^{\leq 0}=\mathcal{P}(\beta, \infty) \subset$ $\mathcal{P}(\alpha, \infty)=\mathcal{D}_{1}^{\leq 0}$. Hence $\rho_{2}(X) \in \mathcal{D}_{1}^{\leq \overline{0}}$. By lemma 4.3.3, there is an exact triangle

$$
\begin{equation*}
\mathbb{K}(X) \rightarrow \lambda_{1}(X) \rightarrow \rho_{2}(X) \xrightarrow{+} \tag{4.7}
\end{equation*}
$$

and since $\mathbb{K}(X) \in \mathcal{D}_{1}^{\leq 0}$ and $\rho_{2}(X) \in \mathcal{D}_{1}^{\leq 0}$, we deduce from the fact that $\mathcal{D}_{1}^{\leq 0}$ is extension closed, that $\lambda_{1}(X) \in \mathcal{D}_{1}^{\leq 0}$. Hence, we now obtain that $X \in\left\{X \mid \lambda_{1}(X) \in \mathcal{D}_{1}^{\leq 0}, \rho_{2}(X) \in \mathcal{D}_{2}^{\leq 0}\right\}=\mathcal{D}_{1, \alpha, \beta}^{\leq 0}$. In other words, we have $\mathcal{D}_{2, \beta, \alpha}^{\leq 0} \subset \mathcal{D}_{1, \alpha, \beta}^{\leq 0}$.

On the other hand, if $X \in \mathcal{D}_{1, \alpha, \beta}^{\leq 0}=\left\{X \mid \lambda_{1}(X) \in \mathcal{D}_{1}^{\leq 0}, \rho_{2}(X) \in \mathcal{D}_{2}^{\leq 0}\right\}$, we obtain that $\rho_{2}(X)[-1] \in \mathcal{D}_{2}^{\leq 0}[-1]=\mathcal{P}(\beta, \infty)[-1]=\mathcal{P}(\beta-1, \infty) \subset$ $\mathcal{P}(\alpha, \infty)=\mathcal{D}_{1}^{\leq 0}$ since $\alpha \leq \beta-1$ was assumed. From the exact triangle 4.7) we now obtain the exact triangle

$$
\begin{equation*}
\rho_{2}(X)[-1] \rightarrow \mathbb{K}(X) \rightarrow \lambda_{1}(X) \xrightarrow{+} \tag{4.8}
\end{equation*}
$$

and deduce in the same way as we did before, that $X \in \mathcal{D}_{2, \beta, \alpha}^{\leq 0}$. In other words, we have $\mathcal{D}_{1, \alpha, \beta}^{\leq 0} \subset \mathcal{D}_{2, \beta, \alpha}^{\leq 0}$. This means that $\mathcal{D}_{1, \alpha, \beta}^{\leq 0}=\mathcal{D}_{2, \beta, \alpha}^{\leq 0}$. Now, applying lemma 4.2.6, we obtain

$$
\mathcal{D}_{1, \alpha, \beta}^{\geq 1}={ }^{\perp} \mathcal{D}_{1, \alpha, \beta}^{\leq 0}={ }^{\perp} \mathcal{D}_{2, \beta, \alpha}^{\leq 0}=\mathcal{D}_{2, \beta, \alpha}^{\geq 1}
$$

and the proof is finished.
We obtain the alternative statement as well.
Lemma 4.3.20. For a $t$-structure $\left(\mathcal{D}_{2, \beta, \alpha}^{\leq 0}, \mathcal{D}_{2, \beta, \alpha}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ assume that $\alpha \geq \beta$, then $\left(\mathcal{D}_{2, \alpha, \beta}^{\leq 0}, \mathcal{D}_{2, \alpha, \beta}^{\geq 1}\right)=\left(\mathcal{D}_{3, \alpha+1, \beta}^{\leq 0}, \mathcal{D}_{3, \alpha+1, \beta}^{\geq 1}\right)$.

Proof. Unlike the procedure of lemma 4.3.19, this time we will prove that $\mathcal{D}_{3, \alpha+1, \beta}^{\geq 1}=\mathcal{D}_{2, \beta, \alpha}^{\geq 1}$. Other then that, the proof is quite similar. To obtain the inclusion $\mathcal{D}_{2, \beta, \alpha}^{\geq 1} \subset \mathcal{D}_{3, \alpha+1, \beta}^{\geq 1}$ we use the exact triangle

$$
\lambda_{1}(X) \rightarrow \rho_{2}(X) \rightarrow \mathbb{K}(X)[1] \xrightarrow{+}
$$

that we obtain from the exact triangle 4.7 ). Then $\mathbb{K}(X)[1] \in \mathcal{P}(-\infty, \alpha][1]=$ $\mathcal{P}(-\infty, \alpha+1]$ and $\lambda_{1}(X) \in \mathcal{P}(-\infty, \beta] \subset \mathcal{P}(-\infty, \alpha]$ (because of $\alpha \geq \beta$ ) and hence $\lambda_{1}(X) \in \mathcal{P}(-\infty, \alpha] \subset \mathcal{P}(-\infty, \alpha+1]$ provide us with $\rho_{2}(X) \in$ $\mathcal{P}(-\infty, \alpha+1]$.

For the inclusion $\mathcal{D}_{3, \alpha+1, \beta}^{\geq 1} \subset \mathcal{D}_{2, \beta, \alpha}^{\geq 1}$, on the other hand, we see that if $\rho_{2}(X) \in \mathcal{P}(-\infty, \alpha+1]$, then $\rho_{2}(X)[-1] \in \mathcal{P}(-\infty, \alpha+1][-1]=\mathcal{P}(-\infty, \alpha]$ and since $\alpha \geq \beta$ implies $\mathcal{P}(-\infty, \beta] \subset \mathcal{P}(-\infty, \alpha]$ and we therefore obtain $\lambda_{1}(X) \in \mathcal{P}(-\infty, \beta] \subset \mathcal{P}(-\infty, \alpha]$, we obtain from 4.8) that $\mathbb{K}(X) \in$ $\mathcal{P}(-\infty, \alpha]$. Again, applying lemma 4.2.6 finishes the proof.

We combine lemmas 4.3.19 and 4.3.20 to the following proposition.
Proposition 4.3.21. For a $t$-structure $\left(\mathcal{D}_{2, \beta, \alpha}^{\leq 0}, \mathcal{D}_{2, \beta, \alpha}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ we have

1. $\left(\mathcal{D}_{2, \beta, \alpha}^{\leq 0}, \mathcal{D}_{2, \beta, \alpha}^{\geq 1}\right)=\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}\right)$ if $\alpha \leq \beta-1$ and
2. $\left(\mathcal{D}_{2, \beta, \alpha}^{\leq 0}, \mathcal{D}_{2, \beta, \alpha}^{\geq 1}\right)=\left(\mathcal{D}_{3, \alpha+1, \beta}^{\leq 0}, \mathcal{D}_{3, \alpha+1, \beta}^{\geq 1}\right)$ if $\alpha \geq \beta$.

Proof. Apply lemmas 4.3.19 and 4.3.20.
Remark 4.3.22. Of course, as for the hearts of these t-structures, this means, we can say at this point, that we do not obtain anything new either as long as $\alpha \notin(\beta-1, \beta)$.

### 4.4 The Jealousy Lemma

This subsection deals with the question of the necessity of extending CPgluing to recollement with regard to the computation of $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$. With respect to this aim, theorem 4.4.6 deals with the problem hinted at in remark 4.3.22.

Definition 4.4.1. Denote the heart of a t-structure

- $\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ by $H_{1, \alpha, \beta}$,
- $\left(\mathcal{D}_{2, \alpha, \beta}^{\leq 0}, \mathcal{D}_{2, \alpha, \beta}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ by $H_{2, \alpha, \beta}$,
- $\left(\mathcal{D}_{3, \alpha, \beta}^{\leq 0}, \mathcal{D}_{3, \alpha, \beta}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ by $H_{3, \alpha, \beta}$.

The following lemma investigates in which situation a heart of a t-structure on $\mathcal{D}^{\uparrow}$ that is obtained by recollement via type-1-recollement-data contains hearts of bounded t -structures on $\mathcal{D}$ embedded into it in three different ways.

Lemma 4.4.2. Let $\mathcal{P}$ be a slicing on $\mathcal{D}$ and $\alpha \leq \beta \leq \alpha+1$ for $\alpha, \beta \in \mathbb{R}$. There are $\gamma_{1}, \gamma_{2}, \gamma_{3} \in \mathbb{R}$ such that
1.

$$
\begin{equation*}
i_{1}\left(\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right]\right) \subset H_{1, \alpha, \beta} \tag{4.9}
\end{equation*}
$$

if and only if $\gamma_{1}=\alpha$
2.

$$
\begin{equation*}
i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right) \subset H_{1, \alpha, \beta} \tag{4.10}
\end{equation*}
$$

if and only if $\gamma_{2}=\beta$ and
3.

$$
\begin{equation*}
\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right]\right) \subset H_{1, \alpha, \beta} \tag{4.11}
\end{equation*}
$$

if and only if $\gamma_{3}=\beta$.
Proof. The inclusion from (4.9), $i_{1}\left(\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right]\right) \subset H_{1, \alpha, \beta}$ holds if and only if $\rho_{2}\left(i_{1}\left(\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right]\right)\right) \subset \mathcal{P}(\beta, \beta+1], \lambda_{1}\left(i_{1}\left(\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right]\right)\right) \subset \mathcal{P}(\alpha, \infty]$ and $\mathbb{K}\left(i_{1}\left(\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right] \subset \mathcal{P}(-\infty, \alpha+1]\right)\right)$. Since $\rho_{2} \circ i_{1}=0$, we automatically obtain $\rho_{2}\left(i_{1}\left(\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right]\right)\right)=0 \subset \mathcal{P}(\beta, \beta+1]$. On the other hand, we have $\lambda_{1}\left(i_{1}\left(\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right]\right)\right)=\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right] \subset \mathcal{P}(\alpha, \infty)$ and $\mathbb{K}\left(i_{1}\left(\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right]\right)\right)=$ $\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right] \subset \mathcal{P}(-\infty, \alpha+1]$ if and only if $\alpha=\gamma_{1}$.

Next, we have the inclusion $i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right) \subset H_{1, \alpha, \beta}$ from (4.10) which holds if and only if $\rho_{2}\left(i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right)\right) \subset \mathcal{P}(\beta, \beta+1], \lambda_{1}\left(i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right)\right) \subset$ $\mathcal{P}(\alpha, \infty)$ and $\mathbb{K}\left(i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right)\right) \subset \mathcal{P}(-\infty, \alpha+1]$. Since $\lambda_{1} \circ i_{2}=0$, the inclusion $\lambda_{1}\left(i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right)\right) \subset \mathcal{P}(\alpha, \infty)$ is automatic. Then, we also obtain that $\rho_{2}\left(i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right)\right)=\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right] \subset \mathcal{P}(\beta, \beta+1]$ holds if and only if $\gamma_{2}=$ $\beta$. And, since $=\mathbb{K}\left(i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right)\right)=\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right][-1]=\mathcal{P}\left(\gamma_{2}-1, \gamma_{2}\right] \subset$ $\mathcal{P}(-\infty, \alpha+1]$ holds if and only if $\gamma_{2} \leq \alpha+1$, we now have $\beta=\gamma_{2} \leq \alpha+1$ if and only if $i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right) \subset H_{1, \alpha, \beta}$.

Finally, $\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right]\right) \subset H_{1, \alpha, \beta}$, from (4.11) which hold if and only if we - at the same time - have $\rho_{2}\left(\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right]\right)\right) \subset \mathcal{P}(\beta, \beta+1], \lambda_{1}\left(\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+\right.\right.\right.$ 1])) $\subset \mathcal{P}(\alpha, \infty)$ and $\mathbb{K}\left(\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right]\right)\right) \subset \mathcal{P}(-\infty, \alpha+1]$. First, $\mathbb{K} \circ \Delta=0$ implies that $\mathbb{K}\left(\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right]\right)\right) \subset \mathcal{P}(-\infty, \alpha+1]$. Then, additionally, we have that $\rho_{2}\left(\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right]\right)\right)=\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right] \subset \mathcal{P}(\beta, \beta+1]$ holds if and only if $\gamma_{3}=\beta$. Since $\lambda_{1}\left(\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right]\right)\right)=\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right] \subset \mathcal{P}(\alpha, \infty)$ holds if and only if $\alpha \leq \gamma_{3}$, we obtain $\alpha \leq \gamma_{3}=\beta$ if and only if $\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right]\right) \subset H_{1, \alpha, \beta}$. Hence, the proof is finished.

We obtain a similar statement in the cases of $H_{2, \alpha, \beta}$ and $H_{3, \alpha, \beta}$.
Lemma 4.4.3. We have

- let $\mathcal{P}$ be a slicing on $\mathcal{D}$. There are $\gamma_{1}, \gamma_{2}, \gamma_{3} \in \mathbb{R}$ such that

1. $i_{1}\left(\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right]\right) \subset H_{2, \alpha, \beta}$,
2. $i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right) \subset H_{2, \alpha, \beta}$ and
3. $\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right]\right) \subset H_{2, \alpha, \beta}$.
if and only if $\gamma_{2}=\alpha, \gamma_{1}=\gamma_{3}=\beta$ and $\alpha-1 \leq \beta \leq \alpha$. And

- let $\mathcal{P}$ be a slicing on $\mathcal{D}$. There are $\gamma_{1}, \gamma_{2}, \gamma_{3} \in \mathbb{R}$ such that

1. $i_{1}\left(\mathcal{P}\left(\gamma_{1}, \gamma_{1}+1\right]\right) \subset H_{3, \alpha, \beta}$,
2. $i_{2}\left(\mathcal{P}\left(\gamma_{2}, \gamma_{2}+1\right]\right) \subset H_{3, \alpha, \beta}$ and
3. $\Delta\left(\mathcal{P}\left(\gamma_{3}, \gamma_{3}+1\right]\right) \subset H_{3, \alpha, \beta}$.
if and only if $\gamma_{3}=\alpha, \gamma_{2}=\gamma_{1}=\beta$ and $\alpha-1 \leq \beta \leq \alpha$.
Proof. Similar to the proof of lemma 4.4.2.
Lemma 4.4.4. If $\alpha<\beta \leq \alpha+1$, there is no stability condition with heart $H_{1, \alpha, \beta}$.

Proof. Assume there is a stability function $Z$ such that a stability condition $\sigma$ is given by $H_{1, \alpha, \beta}$ and $Z$. We consider the imaginary part of $Z$ which is given by

$$
\begin{array}{r}
\Im(Z(X))=D_{1}\left(\operatorname{deg}\left(\lambda_{1}(X)\right)\right)+D_{2}\left(\operatorname{deg}\left(\rho_{2}(X)\right)\right) \\
+C_{1}\left(\operatorname{rank}\left(\lambda_{1}(X)\right)\right)+C_{2}\left(\operatorname{rank}\left(\rho_{2}(X)\right)\right)
\end{array}
$$

for $X \in H_{1, \alpha, \beta}$ and $C_{1}, C_{2}, D_{1}, D_{2} \in \mathbb{R}$. By lemma 4.4.2 we have that $i_{1}(\mathcal{P}(\alpha, \alpha+1]) \subset H_{1, \alpha, \beta}, i_{2}(\mathcal{P}(\beta, \beta+1]) \subset H_{1, \alpha, \beta}$ and $\Delta\left(\mathcal{P}\left(\beta_{3}, \beta_{3}+1\right]\right) \subset H_{1, \alpha, \beta}$. Therefore we obtain the restrictions

$$
\begin{array}{r}
\left.\Im(Z(X))\right|_{i_{1}(\mathcal{P}(\alpha, \alpha+1])} \\
=\Im\left(Z\left(i_{1}\left(X_{1}\right)\right)\right)=D_{1}\left(\operatorname{deg}\left(X_{1}\right)\right)+C_{1}\left(\operatorname{rank}\left(X_{1}\right)\right), \\
\left.\Im(Z(X))\right|_{i_{2}(\mathcal{P}(\beta, \beta+1])} \\
=\Im\left(Z\left(i_{2}\left(X_{1}\right)\right)\right)=D_{2}\left(\operatorname{deg}\left(X_{1}\right)\right)+C_{2}\left(\operatorname{rank}\left(X_{1}\right)\right) \\
\text { and }\left.\Im(Z(X))\right|_{\Delta(\mathcal{P}(\beta, \beta+1])} \\
=\Im\left(Z\left(\Delta\left(X_{1}\right)\right)\right)=\left(D_{1}+D_{2}\right)\left(\operatorname{deg}\left(X_{1}\right)\right)+\left(C_{1}+C_{2}\right)\left(\operatorname{rank}\left(X_{1}\right)\right) .
\end{array}
$$

Let $\widetilde{\beta}$ be given by the equation $\widetilde{\beta}=\beta-\lfloor\beta\rfloor$ (and $\widetilde{\alpha}$ analogously). The value $\widetilde{\beta}$ is hence determined by both the quotient $\frac{D_{2}}{C_{2}}$ and $\frac{D_{1}+D_{2}}{C_{1}+C_{2}}$ at the same time. This gives $\frac{D_{1}}{C_{1}}=\frac{D_{2}}{C_{2}}$. However, since the value of $\widetilde{\alpha}=\alpha-\lfloor\alpha\rfloor$ is determined by $\frac{D_{1}}{C_{2}}=\frac{D_{2}}{C_{2}}$, we obtain $\widetilde{\alpha}=\widetilde{\beta}$ and hence $\alpha=\beta$. This is a contradiction, which finishes the proof.

Again, we obtain a similar statement in the cases of $\subset H_{2, \alpha, \beta}$ and $\subset H_{3, \alpha, \beta}$.
Lemma 4.4.5. If $\alpha-1 \leq \beta \leq \alpha$, there is no stability condition with heart $H_{2, \alpha, \beta}$ or $H_{3, \alpha, \beta}$.

Proof. Similar to the proof of lemma 4.4.4, now making use of lemma 4.4.3.

Summing up, we obtain the Jealousy Lemma, which gives name to this subsection - the name reflects its proof which was given throughout the subsection and which hints at the contradiction being constructed via the assumption of having three hearts of t -structures on $\mathcal{D}$ embedded into the same heart of a t -structure on $\mathcal{D}^{\uparrow}$.

Theorem 4.4.6 (Jealousy Lemma). If $H_{i, \alpha, \beta}$ for $i \in\{1,2,3\}$ is the heart of a t-structure that is not obtained by CP-gluing via either of the three semiorthogonal decompositions $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle,\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ or $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ then there is no stability condition with heart $H_{i, \alpha, \beta}$.

Proof. We can apply lemmas 4.4 .4 and 4.4 .5 because $H_{i, \alpha, \beta}$ is not a heart obtained by CP-gluing if and only if the respective inequalities on $\alpha$ and $\beta$ are fulfilled.

Remark 4.4.7. The significance of the Jealousy Lemma is the following. It demonstrates, that the (older) technique of recollement, which was not designed to construct stability conditions but, in fact, to compute t-structures produces certain hearts that $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ does not "see".

### 4.5 Stability of embeddings

This subsection provides an important result that characterises $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$. It will, moreover, subsequently be used to give a complete description of it.

First, we provide certain background and necessary notation by the next lemma.

Lemma 4.5.1. For the units and counits $\epsilon, \eta$, we have

$$
\begin{array}{ll}
\eta: \mathrm{id}_{\mathcal{D}} \xrightarrow{\cong} \mathbb{K} \circ i_{1}, & \epsilon: \lambda_{1} \circ i_{1} \xrightarrow{\cong} \mathrm{id}_{\mathcal{D}}, \\
\eta: \mathrm{id}_{\mathcal{D}} \xrightarrow{\cong} \rho_{2} \circ i_{2}, & \epsilon: \mathbb{K} \circ i_{2} \xrightarrow{\cong} \mathrm{id}_{\mathcal{D}},  \tag{4.12}\\
\eta: \mathrm{id}_{\mathcal{D}} \cong \\
\lambda_{1} \circ \Delta, & \epsilon: \rho_{2} \circ \Delta \xrightarrow{\cong} \mathrm{id}_{\mathcal{D}}
\end{array}
$$

while there are remaining units and counits

$$
\begin{array}{rr}
\epsilon_{1}: i_{1} \circ \mathbb{K} \rightarrow \operatorname{id}_{\mathcal{D}^{\uparrow}}, & \eta_{1}: \operatorname{id}_{\mathcal{D}^{\uparrow}} \rightarrow i_{1} \circ \lambda_{1}, \\
\epsilon_{2}: i_{2} \circ \rho_{2} \rightarrow \operatorname{id}_{\mathcal{D}^{\uparrow}}, & \eta_{2}: \operatorname{id}_{\mathcal{D}^{\uparrow}} \rightarrow I_{2} \circ \mathbb{K}[1], \\
\epsilon_{3}: \Delta \circ \lambda_{1} \rightarrow \operatorname{id}_{\mathcal{D}^{\uparrow}}, & \eta_{3}: \operatorname{id}_{\mathcal{D}^{\uparrow}} \rightarrow \Delta \circ \rho_{2}
\end{array}
$$

(note that these are not isomorphic to $\mathrm{id}_{\mathcal{D}_{\uparrow}}$ ) such that we have

$$
\begin{aligned}
& I i_{2} \rho_{2}(A) \xrightarrow{\epsilon_{2}} A \xrightarrow{\eta_{1}} i_{1} \lambda_{1}(A) \xrightarrow{+} \\
& \text { II } \Delta \lambda_{1}(A) \xrightarrow{\epsilon_{3}} A \xrightarrow{\eta_{2}} i_{2} \mathbb{K}[1](A) \xrightarrow{+} \\
& \text { III } i_{1} \mathbb{K}(A) \xrightarrow{\epsilon_{3}} A \xrightarrow{\eta_{3}} \Delta \rho_{2}(A) \xrightarrow{+}
\end{aligned}
$$

for the respective exact triangles for the three semiorthogonal decompositions that we are using on $\mathcal{D}^{\uparrow}$.
Proof. The functors $i_{1}, i_{2}$ and $\Delta$ are fully faithful.
Lemma 4.5.2. Let $A=\left(A_{1} \xrightarrow{\varphi} A_{2}\right)$ be an object in $\mathcal{D}^{\uparrow}$ and denote by $[\varphi] \in \operatorname{Hom}_{\mathcal{D}}\left(\lambda_{1}(A), \rho_{2}(A)\right)$ the morphism induced by the chain map $\varphi$.
a) The exact triangle $\rho_{2}\left((\overline{I I})_{A}\right)$ is isomorphic to a triangle of the form

$$
\lambda_{1}(A) \xrightarrow{[\varphi]} \rho_{2}(A) \xrightarrow{t_{2}} \mathbb{K}(A)[1] \rightarrow \lambda_{1}(A)[1] .
$$

b) The exact triangle $\lambda_{1}\left((\boxed{I I I})_{A}\right)$ is isomorphic to a triangle of the form

$$
\mathbb{K}(A) \rightarrow \lambda_{1}(A) \xrightarrow{[\varphi]} \rho_{2}(A) \xrightarrow{t_{2}} \mathbb{K}(A)[1] .
$$

The morphism $t_{2}$ is determined by $[\varphi]$ up to an automorphism of the object $\mathbb{K}(A)[1]$.
Proof. The objects of $\left.\rho_{2}(\sqrt{I I})_{A}\right)$ and $\left.\lambda_{1}(\sqrt{I I I})_{A}\right)$ are identified with those in the given triangles with the aid of the natural isomorphisms provided in (4.12). The proof that, after the identifications from (4.12), $\rho_{2}\left(\epsilon_{3}\right)$ and $\lambda_{1}\left(\eta_{3}\right)$ are both equal to $[\varphi]$ requires to use the explicit description of the adjunction isomorphisms provided in lemma 3.2.4.

Remark 4.5.3. It is a crucial for the proof of theorem 4.6.4 to have $\rho_{2}\left(\epsilon_{3}\right)=$ $[\varphi]=\lambda_{1}\left(\eta_{3}\right)$, after the identifications using (4.12). Lemma 4.5.2 allows us to access the "structural" map $\varphi$ of an object in $\mathcal{D}^{\dagger}$ as a morphism in $\mathcal{D}$. It is not clear if $\left.\rho_{2}\left(\epsilon_{3}\right)\right]=\lambda_{1}\left(\eta_{3}\right)$ holds in general, when $\rho_{2} \dashv \Delta \dashv \lambda_{1}$ gets replaced by two adjunctions $L \dashv M \dashv R$ with $M$ fully faithful. The Problem that, at this point, remains open is under which conditions we can guarantee that the diagram

is commutative.
Lemma 4.5.4. If we have $h \in \operatorname{Hom}_{\mathcal{D} \uparrow}(A, B)$ where $A=\left(A_{1} \xrightarrow{\varphi} A_{2}\right)$ and $B=\left(B_{1} \xrightarrow{\psi} B_{2}\right)$, then

$$
\rho_{2}(h) \circ[\varphi]=[\psi] \circ \lambda_{1}(h)
$$

in $\mathcal{D}$.
Proof. Because $\Delta \lambda_{1} \xrightarrow{\epsilon_{\mathcal{T}}} \mathrm{id}_{\mathcal{D}^{\uparrow}}$ and $\epsilon: \rho_{2} \Delta \xrightarrow{\sim} \mathrm{id}_{\mathcal{D}}$ are natural transformations, we have a commutative diagram

$$
\begin{array}{ccc}
\lambda_{1}(A) & \stackrel{\epsilon_{\lambda_{1}(A)}}{\sim} & \rho_{2} \Delta \lambda_{1}(A) \xrightarrow{\sim} \\
\lambda_{1}(h) \mid & \rho_{2}\left(\epsilon_{3, A}\right) & \rho_{2}(A) \\
\lambda_{1} \Delta \lambda_{1}(h) & \rho_{2}(h) \\
\lambda_{1}(B) & \stackrel{\epsilon_{\lambda_{1}(B)}}{\sim} & \rho_{2} \Delta \lambda_{1}(B) \xrightarrow{\rho_{2}\left(\epsilon_{3, B}\right)} \\
\rho_{2}(B) .
\end{array}
$$

Theorem 4.5.5. If $A=\left(A_{1} \xrightarrow{\varphi} A_{2}\right)$ and $B=\left(B_{1} \xrightarrow{\psi} B_{2}\right)$ are objects in $\mathcal{D}^{\uparrow}$ such that $[\varphi] \cong[\psi]$ in $\mathcal{D}$, then $A \cong B$ in $\mathcal{D}^{\uparrow}$.
Proof. We are going to prove a slightly stronger statement. Let $t_{A}$ denote the connecting morphism of the decomposition triangle $\prod_{A}$ :

$$
i_{2} \rho_{2}(A) \xrightarrow{\epsilon_{2}} A \xrightarrow{\eta_{1}} i_{1} \lambda_{1}(A) \xrightarrow{t_{A}} i_{2} \rho_{2}(A)[1] .
$$

Note that the object $A \in \mathcal{D}^{\uparrow}$ is determined up to non-unique isomorphisms by $t_{A}$, which is a morphism in $\mathcal{D}$. Suppose $f: \lambda_{1}(A) \rightarrow \lambda_{1}(B)$ and $g:$ $\rho_{2}(A) \rightarrow \rho_{2}(B)$ are morphisms in $\mathcal{D}$ such that $g \circ[\varphi]=[\psi] \circ f$. Our aim is to show that then

$$
\begin{equation*}
i_{2}(g[1]) \circ t_{A}=t_{B} \circ i_{1}(f) \tag{4.13}
\end{equation*}
$$

As a consequence, if $f$ and $g$ are both isomorphisms in $\mathcal{D}$ then we obtain a commutative diagram

$$
\begin{array}{ccc}
i_{1} \lambda_{1}(A) & \xrightarrow{t_{A}} & i_{2} \rho_{2}(A)[1] \\
i_{1}(f) \mid \sim & & \sim \downarrow\left(i_{2}(g[1])\right. \\
i_{1} \lambda_{1}(B) \xrightarrow{t_{B}} & i_{2} \rho_{2}(B)
\end{array}
$$

that extends to an isomorphism between the exact triangles $(\bar{I})_{A}$ and $\left(\bar{I}_{B}\right)$. In particular we obtain an isomorphism $A \xrightarrow{h} B$ which fits into the commutative diagram

$$
\begin{gathered}
i_{2} \rho_{2}(A) \xrightarrow{\epsilon_{2, A}} A \xrightarrow{\eta_{1, A}} i_{1} \lambda_{1}(A) \xrightarrow{t_{A}} \\
\sim \downarrow^{\rho_{2}(g)} \quad \sim \downarrow_{h} \quad \sim \downarrow_{1}(f) \\
i_{2} \rho_{2}(B) \xrightarrow{i_{2, B}} B \xrightarrow{\eta_{1, B}} i_{1} \lambda_{1}(B) \xrightarrow{t_{B}} .
\end{gathered}
$$

To prove (4.13) we first note that $\left(I_{A}\right)$ is functorial in $A$. This means - in particular - that the morphism $\eta_{3, A}: A \rightarrow \Delta\left(\rho_{2}(A)\right)$ induces a commutative diagram

$$
\begin{array}{clc}
i_{1} \lambda_{1}(A) & \xrightarrow{t_{A}} & i_{2} \rho_{2}(A)[1] \\
i_{1} \lambda_{1}\left(\eta_{3, A}\right) \downarrow \sim & & \sim \downarrow_{i} \rho_{2} \Delta \rho_{2}(A[1]) \\
i_{1} \lambda_{1} \Delta \rho_{2}(A) & \xrightarrow{t_{\Delta \rho_{2}(A)}} & i_{2} \rho_{2} \Delta \rho_{2}(A) .
\end{array}
$$

The isomorphisms $\eta: \operatorname{id}_{\mathcal{D}} \xlongequal{\cong} \lambda_{1} \circ \Delta$ and $\epsilon: \rho_{2} \circ \Delta \stackrel{\cong}{\rightrightarrows} \operatorname{id}_{\mathcal{D}}$ from (4.12) allow us to define a natural transformation $\widetilde{t}_{\Delta}$ by saying that $\widetilde{t}_{\Delta(X)}: i_{1}(X) \rightarrow i_{2}(X)[1]$ is the composition

$$
i_{1}(X) \underset{i_{1}\left(\eta_{X}\right)}{\cong} i_{1} \lambda_{1} \Delta(X) \xrightarrow[t_{\Delta(X)}]{\longrightarrow} i_{2} \rho_{2} \Delta(X)[1] \underset{i_{2}\left(\epsilon_{X[1]}\right)}{\sim} i_{2}(X)[1] .
$$

Using $X=\rho_{2}(A)$, we obtain a commutative diagram

$$
\begin{array}{clcc}
i_{1} \lambda_{1}(A) & \xrightarrow{t_{A}} & i_{2} \rho_{2}(A)[1] \\
i_{1} \lambda_{1}\left(\eta_{3, A}\right) \downarrow & & \downarrow i_{1} \rho_{2}\left(\eta_{3, A[1]}\right) \\
i_{1} \lambda_{1}\left(\Delta \rho_{2} A\right) & \xrightarrow{t_{\Delta \rho_{2} A}} & i_{2} \rho_{2}\left(\Delta \rho_{2} A\right)[1] \\
i_{1}\left(\eta_{\rho_{2} A} A\right) \uparrow \sim & & \sim \downarrow_{2}\left(\epsilon_{\left.\rho_{2} A_{1}\right)}\right. \\
i_{1} \rho_{2} A & \xrightarrow{\tilde{t}_{\Delta \rho_{2} A}} & i_{2} \rho_{2} A[1]
\end{array}
$$

in which the composition of the two vertical arrows on the right is the identity by [3, Proposition 10.1]. The composition of the two vertical arrows on the left is equal to $i_{1}[\varphi]$ by lemma 4.5.2 (b). Therefore, $t_{A}$ is equal to the composition

$$
i_{1} \lambda_{1}(A) \xrightarrow{i_{1}[\varphi]} i_{1} \rho_{2}(A) \xrightarrow{\tilde{t}_{\Delta \rho_{2} A}} i_{2} \rho_{2}(A)[1] .
$$

For any $f: \lambda_{1} A \rightarrow \lambda_{1} B$ and $g: \rho_{2} A \rightarrow \rho_{2} B$ that satisfy $g \circ[\varphi]=[\psi] \circ f$, we therefore obtain a commutative diagram


This establishes 4.13 and thereby finishes the proof.
Corollary 4.5.6. If $A=\left(A_{1} \xrightarrow{\varphi} A_{2}\right) \in \mathcal{D}^{\uparrow}$ such that $[\varphi]=0$, then we have $A=i_{1} \lambda_{1} A \oplus i_{2} \rho_{2} A$ in $\mathcal{D}^{\uparrow}$.

Proof. Apply theorem 4.5.5 combined with $i_{1} \lambda_{1} A \oplus i_{2} \rho_{2} A \cong\left(A_{1} \xrightarrow{0} A_{2}\right)$ in $\mathcal{D}^{\uparrow}$.

Hence, we conclude with the next lemma.
Lemma 4.5.7. Let $A, E \in \mathcal{D}^{\uparrow}$ such that $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{\leq 0}(E, A)=0$. Assume now that $A=\left(A_{1} \xrightarrow{\varphi} A_{2}\right)$ such that $\varphi=0$ in $\operatorname{Hom}_{\mathcal{D}}\left(A_{1}, A_{2}\right)$, then $\operatorname{Hom}_{\mathcal{D} \uparrow}^{\leq 0}\left(E, i_{1}\left(A_{1}\right)\right)=$ 0 .

Proof. Using corollary 4.5.6 we obtain

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}^{\dagger}}^{\leq 0}\left(E, i_{1}\left(A_{1}\right)\right) \subset \operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{\leq 0}\left(E, i_{1}\left(A_{1}\right)\right) \oplus \operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{\leq 0}\left(E, i_{2}\left(A_{2}\right)\right) \\
\cong \operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{\leq 0}\left(E, i_{1}\left(A_{1}\right)\right) \oplus i_{2}\left(A_{2}\right) \cong \operatorname{Hom}_{\overline{\mathcal{D}} \uparrow}^{\leq 0}(E, A)=0 .
\end{array}
$$

We are now able to turn our attention to the question of stability. We require the following definition.

Definition 4.5.8. A triangulated category $\mathcal{T} \mathcal{R}$ is called $n$-Calabi-Yau if it has a Serre functor and this Serre functor equals to the shift $[n]$.

Lemma 4.5.9. Assume that $\mathcal{D}$ is 1-Calabi-Yau and that the ordered pair $\{M, N\}$ equals to either of the ordered pairs $\left\{i_{1}, \lambda_{1}\right\},\left\{i_{2}, \mathbb{K}\right\}$ or $\left\{\Delta, \rho_{2}\right\}$. Let

$$
X_{1} \rightarrow M(X) \rightarrow X_{2} \xrightarrow{+}
$$

in $\mathcal{D}^{\uparrow}$ where $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{\leq 0}\left(X_{1}, X_{2}\right)=0$. Then

$$
\operatorname{Hom}_{\overline{\mathcal{D}}}^{\leq 0}\left(N\left(X_{1}\right), N\left(X_{2}\right)\right)=0 .
$$

Proof. We have to prove the following three statements.

1. Consider an exact triangle

$$
\begin{equation*}
E \rightarrow i_{1}(X) \rightarrow A \xrightarrow{+} . \tag{4.14}
\end{equation*}
$$

in $\mathcal{D}^{\uparrow}$ where $\operatorname{Hom}_{\mathcal{D}^{\dagger}}^{\leq 0}(E, A)=0$. Then

$$
\operatorname{Hom}_{\overline{\mathcal{D}}}^{\leq 0}\left(\lambda_{1}(E), \lambda_{1}(A)\right)=0 .
$$

2. Consider an exact triangle

$$
\begin{equation*}
F \rightarrow i_{2}(X) \rightarrow B \xrightarrow{+} \tag{4.15}
\end{equation*}
$$

in $\mathcal{D}^{\uparrow}$ where $\operatorname{Hom}_{\mathcal{D}^{\dagger}}^{\leq 0}(F, B)=0$. Then

$$
\operatorname{Hom}_{\mathcal{D}}^{\leq 0}(\mathbb{K}(F), \mathbb{K}(B))=0 .
$$

3. Consider an exact triangle

$$
\begin{equation*}
G \rightarrow \Delta(X) \rightarrow C \xrightarrow{+} \tag{4.16}
\end{equation*}
$$

in $\mathcal{D}^{\uparrow}$ where $\operatorname{Hom}_{\mathcal{D} \uparrow}^{\leq 0}(G, C)=0$. Then

$$
\operatorname{Hom}_{\mathcal{D}}^{\leq 0}\left(\rho_{2}(G), \rho_{2}(C)\right)=0
$$

We will prove statement 1 first and will subsequently use it to prove the other two statements. Applying $\rho_{2}$ to (4.14) gives $\rho_{2}(A) \cong \rho_{2}(E[1])=\rho_{2}(E)[1]=$ $S_{\mathcal{D}}\left(\rho_{2}(E)\right)$ via $\rho_{2} \circ i_{1}=0$. Furthermore, using the definition of the Serre functor, combined with the fact that $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(E, A) \subset \operatorname{Hom}_{\mathcal{D}^{\leq 0}}^{\leq 0}(E, A)=0$, we obtain $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(A, S_{\mathcal{D}^{\uparrow}}(E)\right)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(E, A)^{*}=0$. Moreover, the adjunctions $\rho_{2} \dashv \Delta$ and $\Delta \dashv \lambda_{1}$ provided by lemmas 3.2.23 and 3.2.24 give us an isomorphism $\rho_{2} \cong S_{\mathcal{D}}^{-1} \circ \lambda_{1} \circ S_{\mathcal{D} \uparrow}$ which implies $S_{\mathcal{D}}\left(\rho_{2}(E)\right) \cong \lambda_{1}\left(S_{\mathcal{D} \uparrow}(E)\right)$. Additionally, the morphism

$$
\begin{array}{cc}
A_{1} \xrightarrow{\varphi_{A}} & A_{2} \\
\downarrow^{\varphi_{A}} & \downarrow^{\mathrm{id}_{A_{2}}} \\
A_{2} \xrightarrow{\mathrm{id}_{A_{2}}} & A_{2}
\end{array}
$$

in $\mathcal{C}\left(\mathcal{A}^{\uparrow}\right)$ gives a (corresponding) morphism $\nu_{A}$ in $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(A, \Delta\left(\rho_{2}(A)\right)\right)$. Hence, we obtain $\lambda_{1}\left(\nu_{A}\right)=\varphi_{A}$, where as of now we regard $\varphi_{A}$ as the corresponding morphism in $\operatorname{mor}(\mathcal{D})$.

The adjunction $\Delta \dashv \lambda_{1}$, on the other hand, provides us with the morphism $\Delta \circ \lambda_{1} \xrightarrow{\epsilon} \mathbb{1}$, the counit of the adjunction. Applying $\lambda_{1}$ to this now gives us the natural transformation $\lambda_{1} \circ \Delta \circ \lambda_{1} \xrightarrow{\lambda_{1}(\epsilon)} \lambda_{1}$. Consider now the unit of the adjunction, $\mathbb{1} \xrightarrow{\eta} \lambda_{1} \circ \Delta$, that provides us with $\lambda_{1} \xrightarrow{\eta_{\lambda_{1}}} \lambda_{1} \circ \Delta \circ \lambda_{1}$. By the triangle equalities we have

$$
\begin{equation*}
\lambda_{1}(\epsilon) \circ \eta_{\lambda_{1}}=\operatorname{id}_{\lambda_{1}} \tag{4.17}
\end{equation*}
$$

provided via the adjointness of the functors. However, $\Delta$ is fully-faithful and hence $\eta$ is an isomorphism, making $\eta_{\lambda_{1}}$ an isomorphism as well. Therefore, (4.17) implies, that $\lambda_{1}(\epsilon)$ is an isomorphism too. We are now ready to prove the first statement of the lemma using the previous considerations. We obtain a morphism from $A$ to $S_{\mathcal{D}^{\dagger}}(E)$ via the following chain of morphisms

$$
\begin{equation*}
A \xrightarrow{\nu_{A}} \Delta\left(\rho_{2}(A)\right) \xrightarrow{\cong} \Delta\left(S_{\mathcal{D}}\left(\rho_{2}(E)\right)\right) \xlongequal{\cong} \Delta\left(\lambda_{1}\left(S_{\mathcal{D}^{\uparrow}}(E)\right)\right) \xrightarrow{\epsilon} S_{\mathcal{D}^{\uparrow}}(E) . \tag{4.18}
\end{equation*}
$$

Applying $\lambda_{1}$ to 4.18), it becomes

$$
\begin{align*}
\lambda_{1}(A) & \xrightarrow{\varphi_{\mathcal{A}}} \lambda_{1}\left(\Delta\left(\rho_{2}(A)\right)\right) \stackrel{\cong}{\rightrightarrows} \lambda_{1}\left(\Delta\left(S_{\mathcal{D}}\left(\rho_{2}(E)\right)\right)\right) \\
& \xlongequal{\cong} \lambda_{1}\left(\Delta\left(\lambda_{1}\left(S_{\mathcal{D}^{\uparrow}}(E)\right)\right)\right) \xlongequal{\rightrightarrows} \lambda_{1}\left(S_{\mathcal{D}^{\uparrow}}(E)\right), \tag{4.19}
\end{align*}
$$

since $\lambda_{1}(\epsilon)$ is an isomorphism and moreover $\lambda_{1}\left(\nu_{A}\right)=\varphi_{A}$ as we have seen before. In other words, the crucial point is what is happening to the two morphisms on both ends of 4.18). Now, since the morphism constructed in 4.18) is in $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(A, S_{\mathcal{D}^{\uparrow}}(E)\right)$ and $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(A, S_{\mathcal{D}^{\uparrow}}(E)\right) \subset \operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{\geq 0}\left(A, S_{\mathcal{D}^{\uparrow}}(E)\right)=0$ as previously seen, this morphism is 0 . Since $\lambda_{1}$ is a functor, the morphism obtained in (4.19) is therefore also 0 . Since, on the other hand, the morphism constructed in (4.19) is obtained by composing $\varphi_{A}$ with isomorphisms only, this implies that we must have $\varphi_{A}=0 \in \operatorname{mor}(\mathcal{D})$. By lemma 4.5.7, this implies $\operatorname{Hom}_{\mathcal{D}^{\dagger}}^{\leq 0}\left(E, i_{1}\left(A_{1}\right)\right)=0$. By adjunction we obtain $\operatorname{Hom}_{\mathcal{D}}^{\leq 0}\left(\lambda_{1}(E), \lambda_{1}(A)\right)=\operatorname{Hom}_{\mathcal{D}}^{\leq 0}\left(\lambda_{1}(E), A_{1}\right) \cong \operatorname{Hom}_{\mathcal{D} \uparrow}^{\leq 0}\left(E, i_{1}\left(A_{1}\right)\right)=0$ and the proof of 1 is finished.

This being established, we can now go on to proving statement 3. Applying $S_{\mathcal{D} \uparrow}$ and then $[-1]$ to (4.16) gives

$$
S_{\mathcal{D}^{\uparrow}}(G)[-1] \rightarrow i_{1}(X) \rightarrow S_{\mathcal{D} \uparrow}(C)[-1] \xrightarrow{+}
$$

via $S_{\mathcal{D} \uparrow}(\Delta(X))=i_{1}\left(S_{\mathcal{D}}(X)\right)=i_{1}(X)[1]$. By statement 1 , this implies

$$
\operatorname{Hom}_{\mathcal{D}}\left(\lambda_{1}\left(S_{\mathcal{D}^{\uparrow}}(G)[-1]\right), \lambda_{1}\left(S_{\mathcal{D}^{\uparrow}}(C)[-1]\right)\right)=0
$$

Hence we obtain

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}} \rho_{2}\left(S_{\mathcal{D}^{\uparrow}}(G), \rho_{2}\left(S_{\mathcal{D}^{\uparrow}}(C)\right)\right) \\
=\operatorname{Hom}_{\mathcal{D}}\left(\lambda_{1}\left(S_{\mathcal{D}^{\uparrow}}(G)[-1]\right), \lambda_{1}\left(S_{\mathcal{D}^{\uparrow}}(C)[-1]\right)\right)=0
\end{array}
$$

via $\lambda_{1} \circ S_{\mathcal{D}^{\uparrow}}=S_{\mathcal{D}} \circ \rho_{2}=\rho_{2}[1]$.
Finally, in order to prove statement 2, we proceed similar to the previous case. Applying $S_{\mathcal{D} \uparrow}$ to (4.15) gives

$$
S_{\mathcal{D}^{\uparrow}}(F)[-1] \rightarrow \Delta(X) \rightarrow S_{\mathcal{D}^{\uparrow}}(B)[-1] \xrightarrow{+}
$$

via $S_{\mathcal{D} \uparrow} \circ i_{2}=\Delta[1]$ such that we obtain

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}}^{\leq 0}(\mathbb{K}(F), \mathbb{K}(B))=\operatorname{Hom}_{\mathcal{D}}^{\leq 0}\left(\rho_{2}\left(S_{\mathcal{D} \uparrow}(F[-2])\right), \rho_{2}\left(S_{\mathcal{D} \uparrow}(B[-2])\right)\right) \\
=\operatorname{Hom}_{\overline{\mathcal{D}}}^{\leq 0}\left(\rho_{2}\left(S_{\mathcal{D}^{\uparrow}}(F)\right), \rho_{2}\left(S_{\mathcal{D} \uparrow}(B)\right)\right)=0
\end{array}
$$

from $\rho_{2} \circ S_{\mathcal{D}^{\dagger}}[-1]=\mathbb{K}[1]$. With this, the proof of statement 2 and hence the entire proof is finished.

In order to introduce lemma 4.5.11, we need the following.
Lemma 4.5.10. Suppose $E \in H$, where $H$ is the heart of a bounded $t$ structure ( $\mathcal{D} \leq 0, \mathcal{D}^{\geq 1}$ ) on $\mathcal{D}$. If $H$ has homological dimension 1 , we obtain for any $X \in \mathcal{D}$ that $X \cong \oplus_{i \in \mathbb{Z}} H^{i}(X)[-i]$, where $H^{i}$ is the cohomology given by $\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)$.

Proof. To see this, note at first, that an immediate implication of $H$ having homological dimension 1 is that $\operatorname{Hom}_{\mathcal{D}}\left(H, \mathcal{D}^{\leq-2}\right)=0$. Since $\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)$ is bounded, there is an $m \in \mathbb{Z}$ for any non-zero $X \in \mathcal{D}$, such that $X \in \mathcal{D}^{\leq m}$. Consider the exact triangle

$$
\tau^{\leq m-1}(X) \rightarrow X \rightarrow \tau^{\geq m}(X) \xrightarrow{+}
$$

which gives the canonical connecting morphism $c: \tau^{\geq m}(X) \rightarrow \tau^{\leq m-1}(X)[1]$. Since $X \in \mathcal{D}^{\leq m}$ we have $X=\tau^{\leq m}(X)$ and hence $\tau^{\geq m}(X)=\tau^{\geq m}\left(\tau^{\leq m}(X)\right)=$
$H^{m}(X)[-m] \in H[-m]$. On the other hand, $\tau^{\leq m-1}(X)[1] \in \mathcal{D}^{m-2}$ and therefore $c \in \operatorname{Hom}\left(H[-m], \mathcal{D}^{m-2}\right)=\operatorname{Hom}_{\mathcal{D}}\left(H, \mathcal{D}^{\leq-2}\right)=0$. We hence obtain $c=0$ and by [59, Tag 05QT] this gives

$$
X=\tau^{\leq m-1}(X) \oplus \tau^{\geq m}(X)=\tau^{\leq m-1}(X) \oplus H^{m}(X)[-m]
$$

Repeating this with $\tau^{\leq m-1}(X)$ taking the place of $X$ one obtains the statement by induction.

The following lemma is essentially a version of [30, Lemma 7.2]. In our situation we are able to give a somewhat shorter and less tedious proof.

Lemma 4.5.11. Assume that $\mathcal{D}$ is 1-Calabi-Yau. Suppose $E \in H$, where $H$ is the heart of a bounded $t$-structure $\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)$ on $\mathcal{D}$. If there is an exact triangle

$$
\begin{equation*}
Y \rightarrow E \rightarrow X \xrightarrow{+} \tag{4.20}
\end{equation*}
$$

in $\mathcal{D}$ with $\operatorname{Hom}^{\leq 0}(Y, X)=0$, then $X, Y \in H$.
Proof. At first, we see that $\mathcal{D}$ being 1-Calabi-Yau implies that $H$ has homological dimension 1 as for any $A, B \in H$ we have

$$
\begin{array}{r}
\operatorname{Hom}(A, B[k])^{*}=\operatorname{Hom}\left(B[k], S_{\mathcal{D}}(A)\right) \\
=\operatorname{Hom}(B[k], A[1])=\operatorname{Hom}(B, A[1-k])=0 \tag{4.21}
\end{array}
$$

if $k \geq 2$, provided by the fact that the morphisms between objects in hearts vanish if a negative shift is applied to the second component. Hence, we also have $\operatorname{Ext}^{n}(A, B)=0$ for $n \geq 2$. By lemma 4.5.10, we have

$$
X \cong \oplus_{i \in \mathbb{Z}} H^{i}(X)[-i] \text { and } Y \cong \oplus_{j \in \mathbb{Z}} H^{j}(Y)[-j]
$$

where $H^{i}$ is the cohomology given by $\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)$. Now consider the long exact cohomology sequence provided by the exact triangle 4.20). Since $E \in$ $H$, we have $H^{n}(E)=0$ for any $n \neq 0$ and therefore the long exact cohomology sequence is of the form

$$
0 \rightarrow H^{m-1}(X) \xrightarrow{\xi^{m}} H^{m}(Y) \rightarrow 0
$$

wherever $m \notin\{0,1\}$, completed by

$$
0 \rightarrow H^{-1}(X) \xrightarrow{\epsilon} H^{0}(Y) \rightarrow H^{0}(E) \rightarrow H^{0}(X) \xrightarrow{\tau} H^{1}(Y) \rightarrow 0
$$

which provides that $\epsilon$ is a monomorphism, $\tau$ is an epimorphism and that all the $\xi^{m}$ are isomorphisms. Hence, each of the morphisms $\xi^{m}$ has an
inverse $\left(\xi^{m}\right)^{-1} \in \operatorname{Hom}\left(H^{m}(Y), H^{m-1}(X)\right)$. Since any non-zero morphism within the set $\operatorname{Hom}\left(H^{m}(Y), H^{m-1}(X)\right)$ would induce a non-zero morphism in $\operatorname{Hom}(Y, X[-1])$ which - as a condition of the lemma - equals 0 , we now obtain that $\left(\xi^{m}\right)^{-1} \in \operatorname{Hom}\left(H^{m}(Y), H^{m-1}(X)\right)=0$ which implies $\xi^{m}=0$ also. Since all $\xi^{m}$ are isomorphisms this gives $H^{m-1}(X)=H^{m}(Y)=0$ for $m \notin\{0,1\}$. To see that $\epsilon$ is equal to 0 we consider $\epsilon \in \operatorname{Hom}\left(H^{-1}(X), H^{0}(Y)\right)$. We have

$$
\begin{aligned}
\operatorname{Hom}\left(H^{-1}(X), H^{0}(Y)\right)^{*}= & \operatorname{Hom}\left(H^{0}(Y), S_{\mathcal{D}}\left(H^{-1}(X)\right)\right)= \\
& \operatorname{Hom}\left(H^{0}(Y), H^{-1}(X)[1]\right)=0
\end{aligned}
$$

since $H^{0}(Y)$ and $H^{-1}(X)$ are summands of $Y$ and $X$ respectively such that $\operatorname{Hom}\left(H^{0}(Y), H^{-1}(X)[1]\right) \subset \operatorname{Hom}(Y, X) \subset \operatorname{Hom}^{\leq 0}(Y, X)=0$ which implies $\operatorname{Hom}\left(H^{-1}(X), H^{0}(Y)\right)=0$ and therefore $\epsilon=0$. Hence, $H^{-1}(X)=0$. Similarly we proceed in the case of $\tau$, now using

$$
\begin{array}{r}
\operatorname{Hom}\left(H^{0}(X), H^{1}(Y)\right)^{*}=\operatorname{Hom}\left(H^{1}(Y), H^{0}(X)[1]\right)= \\
\operatorname{Hom}\left(H^{1}(Y)[-1], H^{0}(X)\right)=0
\end{array}
$$

We obtain that $H^{1}(Y)$ too is 0 . This leaves us with $X=H^{0}(X) \in H$ and $Y=H^{0}(Y) \in H$ which finishes the proof.

Remark 4.5.12. Note that in the situation that we are in - which is that of $\mathcal{D}$ being 1 -Calabi-Yau - we can in fact relax the hom-vanishing condition $\operatorname{Hom}^{\leq 0}(Y, X)=0$ of lemma 4.5.11 to $\operatorname{Hom}(Y, X)=0$ because within the proof of 4.5.11 one can alternatively simply argue the vanishing of the $\xi^{m}$ in the same way as the vanishing of $\epsilon$ and $\tau$. For that, one now considers the equation

$$
\begin{array}{r}
\operatorname{Hom}\left(H^{m-1}(X), H^{m}(Y)\right)^{*}=\operatorname{Hom}\left(H^{m}(Y), H^{m-1}(X)[1]\right)= \\
\operatorname{Hom}\left(H^{m}(Y)[-m], H^{m-1}(X)[-m+1]\right)=0
\end{array}
$$

In the more general situation of [30, Lemma 7.2] however, $\operatorname{Hom}^{\leq 0}(Y, X)=0$ is required.
Lemma 4.5.13. For a slicing $\mathcal{P}$ on a triangulated category and a non-zero element $E \in \mathcal{T R}$, let

with $E_{0}=0, E_{n}=E$ and $A_{j} \in \mathcal{P}\left(\phi_{j}\right)$ for all $j \in\{1, \ldots, n\}$ be the HarderNarashiman filtration of $E$ with regard to $\mathcal{P}$. If $E \notin \mathcal{P}(\phi)$ for all $\phi \in \mathbb{R}$, then $g \neq 0$.

Proof. Consider the exact triangle

$$
\begin{equation*}
E_{n-1} \xrightarrow{g} E_{n} \rightarrow A_{n} \xrightarrow{d} \tag{4.22}
\end{equation*}
$$

and assume $g=0$. This provides us with the exact triangle

$$
A_{n} \xrightarrow{d} E_{n-1}[1] \xrightarrow{0} E_{n}[1] \xrightarrow{+} .
$$

By [32, Lemma 1.4], this implies that $d$ is a retraction. This means, there is a morphism $f \in \operatorname{Hom}\left(E_{n-1}[1], A_{n}\right)$ such that $d \circ f=\operatorname{id}_{E_{n-1}[1]}$. We have

$$
\phi_{\mathcal{P}}^{-}\left(E_{n-1}\right)=\phi_{\mathcal{P}}\left(A_{n-1}\right)>\phi_{\mathcal{P}}\left(A_{n}\right)
$$

and hence

$$
\phi_{\mathcal{P}}^{-}\left(E_{n-1}[1]\right)=\phi_{\mathcal{P}}^{-}\left(E_{n-1}\right)+1=\phi_{\mathcal{P}}\left(A_{n-1}\right)+1>\phi_{\mathcal{P}}\left(A_{n}\right)+1>\phi_{\mathcal{P}}\left(A_{n}\right) .
$$

Hence, $\operatorname{Hom}\left(E_{n-1}[1], A_{n}\right)=0$, implying that $f=0$. Therefore we obtain

$$
\operatorname{id}_{E_{n-1}[1]}=d \circ f=d \circ 0=0,
$$

implying that $E_{n-1}[1]=0$. Hence (4.22) implies $E=E_{n} \cong A_{n} \in \mathcal{P}\left(\phi_{n}\right)$ which is a contradiction as $E \notin \mathcal{P}(\phi)$ for all $\phi \in \mathbb{R}$ was assumed.

We will, with the help of the following lemma be able to produce the pieces of the - crucial - proposition 4.5.20.

Lemma 4.5.14. Assume there are exact functors

$$
\begin{aligned}
& P: \mathcal{T R} \rightarrow \widetilde{\mathcal{T R}} ; M: \mathcal{T \mathcal { R }} \rightarrow \widetilde{\mathcal{T R}} ; N: \mathcal{T R} \rightarrow \widetilde{\mathcal{T R}} ; \\
& L: \widetilde{\mathcal{T R}} \rightarrow \mathcal{T \mathcal { R }} ; R: \widetilde{\mathcal{T R}} \rightarrow \mathcal{T \mathcal { R }}
\end{aligned}
$$

such that $P \dashv L \dashv M \dashv R \dashv N$. Assume furthermore that $P, M$ and $N$ are fully faithful, that $\operatorname{im}(N)={ }^{\perp}(\operatorname{im}(M)), \operatorname{im}(M)^{\perp}=\operatorname{im}(P)$ and that $\mathcal{T} \mathcal{R}$ is 1 -Calabi-Yau. If there is a bounded $t$-structure $\left(\mathcal{T R}^{\leq 0}, \mathcal{T} \mathcal{R}^{\geq 1}\right)$ on $\mathcal{T} \mathcal{R}$ with heart $H, X$ an indecomposable object in $H$ and an exact triangle

$$
\begin{equation*}
E \xrightarrow{g} M(X) \rightarrow A \xrightarrow{+} \tag{4.23}
\end{equation*}
$$

in $\widetilde{\mathcal{T R}}$ where $g \neq 0, A \neq 0$ and moreover we have that $\operatorname{Hom}_{\widetilde{\mathcal{T R}}}^{\leq 0}(E, A)=0=$ $\operatorname{Hom}_{\mathcal{T} \mathcal{R}}^{\leq 0}(L(E), L(A))$ then we obtain $A \cong N(X)$ and $E \cong P(X)$.

Proof. Applying the functor $L$ to (4.23) and letting $\epsilon_{X}: L(M(X)) \rightarrow X$ be the counit of the adjunction $L \dashv M$, provides us with the exact triangle

$$
L(E) \xrightarrow{\epsilon_{X} \circ L(g)} X \rightarrow L(A) \xrightarrow{\gamma}
$$

via $L \circ M \cong \mathrm{id}_{\mathcal{T} \mathcal{R}}$ given by the fact that $M$ is fully faithful. Since $\mathcal{T R}$ is 1-Calabi-Yau we have

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{T} \mathcal{R}}(L(A), L(E)[1])^{*}=\operatorname{Hom}_{\mathcal{T R}}\left(L(A), S_{\mathcal{T R}}(L(E))\right)^{*} \\
=\operatorname{Hom}_{\mathcal{T R}}(L(E), L(A)) \subset \operatorname{Hom}_{\substack{ }}^{\leq 0}(L(E), L(A))=0
\end{array}
$$

where $S_{\mathcal{T R}}$ is the Serre functor. Hence, $\operatorname{Hom}_{\mathcal{T R}}(L(A), L(E)[1])=0$ which implies $\gamma=0$ from which we obtain $X \cong L(E) \oplus L(A)$. Next, we see that $L(E) \neq 0$, since otherwise we would get a contradiction via the fact that $g \in \operatorname{Hom}_{\widetilde{\mathcal{T}}}(E, M(X))=\operatorname{Hom}_{\mathcal{T R}}(L(E), X)=0$. By lemma 4.5.11, we now obtain $L(E), L(A) \in H$ since $\operatorname{Hom}_{\overline{\mathcal{T}} \mathcal{R}}^{\leq 0}(L(E), L(A))=0$ by assumption. Because $X$ is indecomposable in $H$ we hence obtain $L(A)=0$ and hence $L(E) \cong X$. By lemma 4.2.10 and by assumption we obtain $\operatorname{ker}(L)={ }^{\perp}(\operatorname{im}(M))=\operatorname{im}(N)$ such that $L(A)=0$ implies that there is an $A^{\prime} \in \mathcal{T} \mathcal{R}$ such that $N\left(A^{\prime}\right)=A$, turning (4.23) into the exact triangle

$$
E \xrightarrow{g} M(X) \rightarrow N\left(A^{\prime}\right) \xrightarrow{+} .
$$

Now applying $R$ to this we obtain the exact triangle

$$
\begin{equation*}
R(E) \rightarrow X \rightarrow A^{\prime} \xrightarrow{+} \tag{4.24}
\end{equation*}
$$

via $R \circ M \cong \mathrm{id}_{\mathcal{T R}} \cong R \circ N$, using the fully-faithfulness of $M$ and $N$. We have

$$
\operatorname{Hom}_{\overline{\mathcal{T}} \mathcal{R}}^{\leq 0}\left(R(E), A^{\prime}\right)=\operatorname{Hom}_{\mathcal{T} \mathcal{R}}^{\leq 0}\left(E, N\left(A^{\prime}\right)\right)=\operatorname{Hom}_{\underset{\mathcal{T} \mathcal{R}}{\leq 0}}^{\leq}(E, A)=0,
$$

and therefore, by lemma 4.5 .11 that $R(E), A^{\prime} \in H$. On the other hand, we have $\operatorname{Hom}_{\mathcal{T} \mathcal{R}}\left(R(E), A^{\prime}\right) \subset \operatorname{Hom}_{\mathcal{T} \mathcal{R}}^{\leq 0}\left(R(E), A^{\prime}\right)=0$ and therefore - since, by definition 4.5.8, shift by one is the Serre functor - also

$$
\operatorname{Hom}_{\mathcal{T R}}\left(A^{\prime}, R(E)[1]\right)^{*}=\operatorname{Hom}_{\mathcal{T R}}\left(R(E), A^{\prime}\right)=0
$$

giving $\operatorname{Hom}_{\mathcal{T R}}\left(A^{\prime}, R(E)[1]\right)=0$. Hence, we obtain $f=0$ in the exact triangle

$$
X \rightarrow A^{\prime} \xrightarrow{f} R(E)[1] \xrightarrow{+}
$$

provided by (4.24). Therefore $X \cong R(E) \oplus A^{\prime}$. Since $0 \neq A=N\left(A^{\prime}\right)$ implies $A^{\prime} \neq 0$, we now have $R(E)=0$ via the indecomposability of $X$ in
$H$, combined with the fact that $R(E), A^{\prime} \in H$. Therefore also $A^{\prime} \cong X$, giving $A \cong N(X)$, the first statement of the lemma. By lemma 4.2.11 and by assumption we obtain $\operatorname{ker}(R)=\operatorname{im}(M)^{\perp}=\operatorname{im}(P)$ such that $R(E)=0$ implies that there is an $E^{\prime} \in \mathcal{T} \mathcal{R}$ such that $P\left(E^{\prime}\right)=E$. We obtain

$$
\begin{equation*}
X=L(E)=L\left(P\left(E^{\prime}\right)\right) \cong E^{\prime} \tag{4.25}
\end{equation*}
$$

using the fully faithfulness of $P$. Applying $P$ to (4.25 gives $E \cong P(X)$, which finishes the proof.

We will use additional language for the following.
Definition 4.5.15. Let $\mathcal{T} \mathcal{R}$ be a triangulated category and $\mathcal{P}$ be a slicing on $\mathcal{T R}$. We say that an object $A \in \mathcal{T} \mathcal{R}$ is "slicy" if there is a $\phi \in \mathbb{R}$ such that $A \in \mathcal{P}(\phi)$. Furthermore denote this $\phi$ by $\phi_{A}$.

Remark 4.5.16. In the following we will in situations were a slicing is given but not necessarily a central charge - refer to the filtration of definition 2.5.1 as a Harder-Narashiman filtration (HNF for short).

Lemma 4.5.17. Assume that $\mathcal{D}$ is 1-Calabi-Yau. Let $X$ be indecomposable in the heart $H$ of a bounded $t$-structure $\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)$ on $\mathcal{D}$. Assume furthermore that $\mathcal{P}$ is a slicing on $\mathcal{D}^{\uparrow}$ and that $i_{1}(X)$ is not slicy, then $i_{2}(X)$ is slicy.

Proof. Since $i_{1}(X) \notin \mathcal{P}(\phi)$ for all $\phi \in \mathbb{R}, i_{1}(X)$ has a non-trivial HarderNarashiman filtration and - in particular - there is an exact triangle

$$
\begin{equation*}
E \xrightarrow{g} i_{1}(X) \rightarrow A \xrightarrow{+} \tag{4.26}
\end{equation*}
$$

the "last" triangle in the HNF given by the slicing $\mathcal{P}$ (note, that this implies that there is a $\nu \in \mathbb{R}$ such that $A \in \mathcal{P}(\nu)$ and $A \neq 0)$. Moreover, $\phi_{-}(E)>$ $\phi_{-}\left(i_{1}(X)\right)=\phi(A)$ and hence $\operatorname{Hom}_{\mathcal{D} \uparrow}^{\leq 0}(E, A)=0$. By lemma 4.5.9, we obtain $\operatorname{Hom}_{\mathcal{D}}^{\leq 0}\left(\lambda_{1}(E), \lambda_{1}(A)\right)=0$ and by lemma 4.5.13 that $g \neq 0$. We can hence apply lemma 4.5.14. To do so let

$$
P=\Delta, L=\lambda_{1}, M=i_{1}, R=\mathbb{K}, N=i_{2}[1] .
$$

We have $\Delta \dashv \lambda_{1} \dashv i_{1} \dashv \mathbb{K} \dashv i_{2}[1]$ by lemma 4.3.1, the fully faithfulness of $i_{1}, i_{2}$ and $\Delta$ by lemmas 3.2 .18 and 3.2 .28 and $\operatorname{im}\left(i_{1}\right)^{\perp}=\operatorname{im}(\Delta)$ by corollary 4.2.14, which at the same time provides us with $\operatorname{im}\left(i_{2}[1]\right)={ }^{\perp}\left(\operatorname{im}\left(i_{1}\right)\right)$ if combined with the fact that $\operatorname{im}\left(i_{2}\right)$ is closed under shift and hence $\operatorname{im}\left(i_{2}[1]\right)=\operatorname{im}\left(i_{2}\right)$. We obtain that $A=i_{2}(X)$ which finishes the proof.

Lemma 4.5.18. Assume that $\mathcal{D}$ is 1-Calabi-Yau. Let $X$ be indecomposable in the heart $H$ of a bounded $t$-structure $\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)$ on $\mathcal{D}$. Assume furthermore that $\mathcal{P}$ is a slicing on $\mathcal{D}^{\uparrow}$ and that $i_{2}(X)$ is not slicy, then $\Delta(X)$ is slicy.

Proof. Since $\mathcal{D}$ has a Serre functor $S_{\mathcal{D}}$, by theorem 4.2.19, $\mathcal{D}^{\uparrow}$ also has a Serre functor $S_{\mathcal{D} \uparrow}$. Since $i_{2}(X) \notin \mathcal{P}(\phi)$ for all $\phi \in \mathbb{R}, i_{2}(X)$ has a non-trivial Harder-Narashiman filtration and - in particular - there is an exact triangle

$$
\begin{equation*}
F \xrightarrow{g} i_{2}(X) \rightarrow B \xrightarrow{+}, \tag{4.27}
\end{equation*}
$$

the "last" triangle in the HNF (note, that this implies that there is a $\nu \in \mathbb{R}$ such that $B \in \mathcal{P}(\nu)$ and $B \neq 0)$. Moreover, $\phi_{-}(F)>\phi_{-}\left(i_{2}(X)\right)=\phi(B)$ and hence $\operatorname{Hom}_{\mathcal{D} \uparrow}^{\leq 0}(F, B)=0$. By lemma 4.5.9, we obtain $\operatorname{Hom}_{\overline{\mathcal{D}}}^{\leq 0}(\mathbb{K}(F), \mathbb{K}(B))=$ 0 and by lemma 4.5.13 that $g \neq 0$. We can hence apply lemma 4.5.14. To do so let

$$
P=i_{1}[-1], L=\mathbb{K}[1], M=i_{2}, R=\rho_{2}, N=\Delta
$$

and use lemmas 3.2 .18 and 3.2 .28 and corollary 4.2 .14 in a similar way as it was done in lemma 4.5.17. We see that $B=\Delta(X)$ which finishes the proof.

Lemma 4.5.19. Assume that $\mathcal{D}$ is 1-Calabi-Yau. Let $X$ be indecomposable in the heart $H$ of a bounded $t$-structure $\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)$ on $\mathcal{D}$. Assume furthermore that $\mathcal{P}$ is a slicing on $\mathcal{D}^{\uparrow}$ and that $\Delta(X)$ is not slicy, then $i_{1}(X)$ is slicy.

Proof. We proceed similar to the proves of lemmas 4.5.17 and 4.5.18. We are now working with the exact triangle

$$
\begin{equation*}
G \xrightarrow{g} \Delta(X) \rightarrow C \xrightarrow{+}, \tag{4.28}
\end{equation*}
$$

using lemmas 4.5.9, 4.5.13 and 4.5.14
Proposition 4.5.20. Assume that $\mathcal{D}$ is 1-Calabi-Yau. Let $X$ be indecomposable in the heart $H$ of a bounded $t$-structure ( $\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}$ ) on $\mathcal{D}$. Assume furthermore that $\mathcal{P}$ is a slicing on $\mathcal{D}^{\uparrow}$. Let the ordered triple $(F, G, H)$ be equal to either of the ordered triples $\left(i_{1}[-1], i_{2}, \Delta\right),\left(i_{2}, \Delta, i_{1}\right)$ or $\left(\Delta, i_{1}, i_{2}[1]\right)$. If $G(X)$ is not slicy, then $F(X)$ and $H(X)$ are slicy and $\phi_{F(X)}>\phi_{H(X)}+1$.

Proof. Note that the condition of being slicy is stable under shift. Hence, making use of the previous lemmas, we get the following.

1. Assume that $(F, G, H)$ equals to $\left(i_{1}[-1], i_{2}, \Delta\right)$. By lemma 4.5.17 we directly obtain $i_{2}(X) \in \mathcal{P}(\bar{\phi})$ and moreover, since by lemma 4.5.19, $\Delta(X) \notin \mathcal{P}(\widetilde{\phi})$ for all $\widetilde{\phi} \in \mathbb{R}$ would imply the existence of a $\phi_{i_{1}(X)} \in \mathbb{R}$
such that $i_{1}(X) \in \mathcal{P}\left(\phi_{i_{1}(X)}\right)$ which contradicts the assumption, we also have the existence of a $\phi_{\Delta(X)} \in \mathbb{R}$ such that $\Delta(X) \in \mathcal{P}\left(\phi_{\Delta(X)}\right)$. To see that $\phi_{\Delta(X)}>\phi_{i_{2}(X)}+1$, consider the exact triangle

$$
\Delta(X) \rightarrow i_{1}(X) \rightarrow i_{2}(X)[1] \xrightarrow{+}
$$

that we obtain from 4.26) since, by lemma 4.5.14, we have $E \cong \Delta(X)$ and $A \cong i_{2}(X)[1]$. Since (4.26) is the last triangle in the HNF of $i_{1}(X)$ we therefore obtain that $\phi_{\Delta(X)}>\phi_{i_{2}(X)[1]}$ and hence

$$
\phi_{\Delta(X)}>\phi_{i_{2}(X)[1]}=\phi_{i_{2}(X)}+1 .
$$

2. Assume that $(F, G, H)$ equals to $\left(i_{2}, \Delta, i_{1}\right)$. This case is similar to 1 , using lemmas 4.5.18 and 4.5.17. Then use the exact triangle

$$
i_{1}(X)[-1] \rightarrow i_{2}(X) \rightarrow \Delta(X) \xrightarrow{+}
$$

provided by (4.27) and - as above - lemma 4.5 .14 to see that $\phi_{i_{1}(X)}-1>$ $\phi_{\Delta(X)}$.
3. Assume that $(F, G, H)$ equals to $\left(\Delta, i_{1}, i_{2}[1]\right)$. This case is similar to 1 , using lemmas 4.5.19 and 4.5.18. Then use the exact triangle

$$
i_{2}(X) \rightarrow \Delta(X) \rightarrow i_{1}(X) \xrightarrow{+}
$$

provided by 4.28) and - as above - lemma 4.5.14 to see that $\phi_{i_{2}(X)}>$ $\phi_{i_{1}(X)}$.

In other words, at this point we can also give an exact description of the HNFs of the three embeddings.

Corollary 4.5.21. Assume that $\mathcal{D}$ is 1-Calabi-Yau. Let $X$ be indecomposable in the heart $H$ of a bounded $t$-structure $\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)$ on $\mathcal{D}$. Assume furthermore that $\mathcal{P}$ is a slicing on $\mathcal{D}^{\uparrow}$,

1. If $i_{1}(X)$ is not slicy, then it's HNF is given by

$$
0 \rightarrow \Delta(X) \rightarrow i_{1}(X)
$$

with slicy quotients $\Delta(X)$ and $i_{2}(X)[1]$.
2. If $i_{2}(X)$ is not slicy, then its HNF is given by

$$
0 \rightarrow i_{1}(X)[1] \rightarrow i_{2}(X)
$$

with slicy quotients $i_{1}(X)[1]$ and $\Delta(X)$.
3. If $\Delta(X)$ is not slicy, then its HNF is given by

$$
0 \rightarrow i_{2}(X) \rightarrow \Delta(X)
$$

with slicy quotients $i_{2}(X)$ and $i_{1}(X)$.
Proof. This corollary simply sums up the proof of proposition 4.5.20.
We can also use proposition 4.5 .20 to prove the following.
Lemma 4.5.22. Assume that $\mathcal{D}$ is 1-Calabi-Yau. Let $\mathcal{P}$ be a slicing on $\mathcal{D}^{\uparrow}$. Let $X_{1}$ be indecomposable in the heart $H_{1}$ of a bounded $t$-structure $\left(\mathcal{D}_{1}^{\leq 0}, \mathcal{D}_{1}^{\geq 1}\right)$ on $\mathcal{D}$ and $X_{2}$ be indecomposable in the heart $H_{2}$ of a bounded $t$-structure $\left(\mathcal{D}_{2}^{\leq 0}, \mathcal{D}_{2}^{\geq 1}\right)$ on $\mathcal{D}$ such that $\operatorname{Hom}_{\mathcal{D}}\left(X_{1}, X_{2}\right) \neq 0$. Let the ordered triple $(F, G, H)$ be equal to either of the ordered triples $\left(i_{1}[-1], i_{2}, \Delta\right),\left(i_{2}, \Delta, i_{1}\right)$ or $\left(\Delta, i_{1}, i_{2}[1]\right)$. Assume that $G\left(X_{1}\right)$ is not slicy. Then $F\left(X_{2}\right)$ and $H\left(X_{2}\right)$ are slicy.

Proof. There are six cases for which we must prove a contradiction - that is assuming that

1. $i_{1}\left(X_{1}\right), \Delta\left(X_{2}\right)$ or
2. $i_{2}\left(X_{1}\right), i_{1}\left(X_{2}\right)$ or
3. $\Delta\left(X_{1}\right), i_{2}\left(X_{2}\right)$ or
4. $i_{1}\left(X_{2}\right), \Delta\left(X_{1}\right)$ or
5. $i_{2}\left(X_{2}\right), i_{1}\left(X_{1}\right)$ or
6. $\Delta\left(X_{2}\right), i_{2}\left(X_{1}\right)$
both aren't in a slice. Let's assume, that this is the case for $i_{1}\left(X_{1}\right), \Delta\left(X_{2}\right)$. By proposition 4.5.20, $i_{2}\left(X_{1}\right), \Delta\left(X_{1}\right), i_{1}\left(X_{2}\right)$ and $i_{2}\left(X_{2}\right)$ are each in a slice. We also obtain by proposition 4.5 .20 that $\phi_{i_{2}\left(X_{1}\right)}+1<\phi_{\Delta\left(X_{1}\right)}$. Next, consider

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(\Delta\left(X_{1}\right), i_{1}\left(X_{2}\right)\right) \cong \operatorname{Hom}_{\mathcal{D}}\left(X_{1}, \lambda_{1}\left(i_{1}\left(X_{2}\right)\right)\right) \\
\quad=\operatorname{Hom}_{\mathcal{D}}\left(X_{1}, \operatorname{id}\left(X_{2}\right)\right)=\operatorname{Hom}_{\mathcal{D}}\left(X_{1}, X_{2}\right) \neq 0
\end{array}
$$

which forces $\phi_{\Delta\left(X_{1}\right)} \leq \phi_{i_{1}\left(X_{2}\right)}$. Again by proposition 4.5.20 we obtain $\phi_{i_{1}\left(X_{2}\right)}<$ $\phi_{i_{2}\left(X_{2}\right)}$. Finally, we have $S_{\mathcal{D}}=[1]$ which gives

$$
\begin{aligned}
& \operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{2}\left(X_{2}\right), i_{2}\left(X_{1}\right)[1]\right)=\operatorname{Hom}_{\mathcal{D}}\left(X_{2}, X_{1}[1]\right) \\
& =\operatorname{Hom}_{\mathcal{D}}\left(X_{2}, S_{\mathcal{D}}\left(X_{1}\right)\right)=\operatorname{Hom}_{\mathcal{D}}\left(X_{1}, X_{2}\right) \neq 0 .
\end{aligned}
$$

and therefore forces $\phi_{i_{2}\left(X_{2}\right)} \leq \phi_{i_{2}\left(X_{1}\right)}+1$. In other words, via

$$
\begin{equation*}
\phi_{i_{2}\left(X_{1}\right)}+1<\phi_{\Delta\left(X_{1}\right)} \leq \phi_{i_{1}\left(X_{2}\right)}<\phi_{i_{2}\left(X_{2}\right)} \leq \phi_{i_{2}\left(X_{1}\right)}+1 \tag{4.29}
\end{equation*}
$$

we obtain the contradiction $\phi_{i_{2}\left(X_{1}\right)}<\phi_{i_{2}\left(X_{1}\right)}$.
The statement for the situation where $i_{2}\left(X_{1}\right)$ and $i_{1}\left(X_{2}\right)$ aren't assumed to be in a slice and the situation where $\Delta\left(X_{1}\right)$ and $i_{2}\left(X_{2}\right)$ are not in a slice are now similar. In fact they are dealt with by using the fact that the proof is "stable" under the application of the Serre functor $S_{\mathcal{D}^{\uparrow}}$. In other words, applying $S_{\mathcal{D} \uparrow}$ to everything will provide the analogous inequalities - and hence a similar contradiction - applying once will deal with the situation where $i_{2}\left(X_{1}\right)$ and $i_{1}\left(X_{2}\right)$ are not assumed to be in a slice and the situation where $\Delta\left(X_{1}\right)$ and $i_{2}\left(X_{2}\right)$ are not in a slice is dealt with by applying $S_{\mathcal{D} \uparrow}$ again. Finally, we can prove the contradiction in the case of the situation where $i_{1}\left(X_{2}\right)$ and $\Delta\left(X_{1}\right)$ are not assumed to be in a slice by the inequality

$$
\phi_{i_{2}\left(X_{2}\right)}+1<\phi_{\Delta\left(X_{2}\right)}<\phi_{i_{1}\left(X_{1}\right)}+1 \leq \phi_{i_{2}\left(X_{1}\right)}+1 \leq \phi_{i_{2}\left(X_{2}\right)}+1
$$

where the first inequality is provided by proposition 4.5.20, the second by applying $S_{\mathcal{D} \uparrow}$ to $\operatorname{Hom}_{\mathcal{D} \uparrow}\left(\Delta\left(X_{1}\right), \Delta\left(X_{2}\right)\right) \neq 0$, the third one again by proposition 4.5.20 and the last one by $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{2}\left(X_{1}\right), i_{2}\left(X_{2}\right)\right)=\operatorname{Hom}_{\mathcal{D}}\left(X_{1}, X_{2}\right) \neq 0$. The last two situations now - again - can be lead to a contradiction by applying $S_{\mathcal{D}^{\uparrow}}$.

We can extend this by putting more conditions on $\mathcal{D}$.
Lemma 4.5.23. Assume that $\mathcal{D}$ is 1-Calabi-Yau. Let $\mathcal{P}$ be a slicing on $\mathcal{D}$ for which we have $\operatorname{Hom}_{\mathcal{D}}(A, B) \neq 0$ if $A \in \mathcal{P}_{\mathcal{D}}(\varphi), B \in \mathcal{P}_{\mathcal{D}}(\psi)$ with $\varphi<\psi<\varphi+1, \varphi, \psi \in \mathbb{R}$ and $A, B$ non-zero. Let $\mathcal{P}_{\mathcal{D} \uparrow}$ be a slicing on $\mathcal{D}^{\uparrow}$ and let the ordered triple $(F, G, H)$ be equal to either of the ordered triples $\left(i_{1}[-1], i_{2}, \Delta\right),\left(i_{2}, \Delta, i_{1}\right)$ or $\left(\Delta, i_{1}, i_{2}[1]\right)$. Furthermore let $X$ be indecomposable in the heart $H_{1}$ of a bounded $t$-structure $\left(\mathcal{D}_{1}^{\leq 0}, \mathcal{D}_{1}^{\geq 1}\right)$ on $\mathcal{D}$ and $Y$ be indecomposable in the heart $H_{2}$ of a bounded $t$-structure ( $\mathcal{D}_{2}^{\leq 0}, \mathcal{D}_{2}^{\geq 1}$ ) on $\mathcal{D}$. Let $X, Y$ be slicy such that $\phi_{Y}-\phi_{X} \notin \mathbb{Z}$. If $G(X)$ is not slicy, then $F(Y)$ and $H(Y)$ are slicy.

Proof. We have $\phi_{Y}-\phi_{X}=m+\alpha$ where $m \in \mathbb{Z}$ and $0<\alpha<1$. Hence, by assumption, $\operatorname{Hom}_{\mathcal{D}}(X[m], Y) \neq 0$ and since, again by assumption $X[m], Y$ are indecomposable in their respective hearts (shifted by $[m]$ in the case of $X[m]$ ), we can apply proposition 4.5 .20 combined with lemma 4.5.22, where $X_{1}=X[m]$ and $X_{2}=Y$. We obtain $\iota, \zeta \in \mathbb{R}$ such that $F(Y) \in \mathcal{P}_{\mathcal{D} \uparrow}(\iota)$ and $H(Y) \in \mathcal{P}_{\mathcal{D}^{\dagger}}(\zeta)$.

We will give an improved version of our result in the special case of an elliptic curve $C$. We need the following technical lemma. We include a proof of this - well known - result which is based on [2].

Lemma 4.5.24. Let $X$ be a $\mu$-stable object in $\mathcal{D}^{b}(\operatorname{Coh}(C))$ where $C$ is an elliptic curve. Then $\operatorname{rank}(X)$ and $\operatorname{deg}(X)$ are coprime.

Proof. Let $E$ be a stable vector bundle, then $E$ is simple by [20, Section 2.4]. This implies that $E$ is indecomposable. Assume that $h=\operatorname{gcd}(r, d)>1$ where $r=\operatorname{rank}(E)$ and $d=\operatorname{deg}(E)$. By [2, Theorem 10], since $E$ is indecomposable we have $E \cong E_{A}(r, d) \otimes L$, where $L$ is a line bundle. Since a vector bundle $F$ is stable if and only if $F \otimes L^{\prime}$ is stable for a line bundle $L^{\prime}$, we obtain $E_{A}(r, d)$ stable. By [2, Lemma 24] however, $E_{A}(r, d) \cong E_{A}\left(r^{\prime}, d^{\prime}\right) \otimes F_{h}$ where $F_{h}$ is the Atiyah bundle from [2, Theorem 5] and $r^{\prime}=\frac{r}{h}$ and $d^{\prime}=\frac{d}{h}$. By [2, Theorem 5] we obtain an exact sequence

$$
\begin{equation*}
0 \rightarrow \mathcal{O}_{C} \rightarrow F_{h} \rightarrow F_{h-1} \rightarrow 0 \tag{4.30}
\end{equation*}
$$

which implies that the structure sheaf $\mathcal{O}_{C}$ is a subbundle of $F_{h}$. In other words, we obtain an embedding $\mathcal{O}_{C} \stackrel{i}{\hookrightarrow} F_{h}$. Since tensoring vector bundles with vector bundles is an exact functor, we obtain from applying $\otimes E_{A}\left(r^{\prime}, d^{\prime}\right)$ to (4.30) that $E_{A}\left(r^{\prime}, d^{\prime}\right) \otimes \mathcal{O}_{C} \xrightarrow{E_{A}\left(r^{\prime}, d^{\prime}\right) \otimes i} E_{A}\left(r^{\prime}, d^{\prime}\right) \otimes F_{h}$ is still an embedding. Since $E_{A}\left(r^{\prime}, d^{\prime}\right) \otimes F_{h} \cong E_{A}(r, d)$ (and since $\mathcal{O}_{C}$ is the neutral element in the Picard-group), we obtain $E_{A}\left(r^{\prime}, d^{\prime}\right) \subset E_{A}(r, d)$. This gives

$$
\mu\left(E_{A}(r, d)\right)=\frac{d}{r}=\frac{d^{\prime}}{r^{\prime}}=\mu\left(E_{A}\left(r^{\prime}, d^{\prime}\right)\right)
$$

which is a contradiction because $E_{A}(r, d)$ is stable. Hence, $h=1$ and the proof is finished.

Lemma 4.5.25. Assume that $\mathcal{D}=\mathcal{D}^{b}(\operatorname{Coh}(C))$ where $C$ is an elliptic curve. Let $\sigma=\left(\mathcal{P}_{\mathcal{D}^{\top}}, Z\right) \in \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$. There are $F, H \in\left\{i_{1}, i_{2}, \Delta\right\}, F \neq H$, such that $F(X), H(X)$ is $\sigma$-semistable for any stable $X \in \mathcal{D}$.

Proof. Let the ordered triple $(F, G, H)$ be equal to either of the ordered triples $\left(i_{1}[-1], i_{2}, \Delta\right),\left(i_{2}, \Delta, i_{1}\right)$ or $\left(\Delta, i_{1}, i_{2}[1]\right)$. For $X \in \mathcal{P}_{\mu}\left(\phi_{X}\right)$ given (note that on $\mathcal{D}^{b}(\operatorname{Coh}(C))$ we only need to consider $\left.\mathcal{P}_{\mu}\right)$, there are, by proposition 4.5.20, $F, H \in\left\{i_{1}, i_{2}, \Delta\right\}, F \neq H$ such that $F(X), H(X)$ are $\sigma$-semistable and $\phi_{H(X)}^{\sigma}+1<\phi_{F(X)}^{\sigma}$. We must prove that for any stable object $D \in \mathcal{D}$, $F(D) H(D)$ are $\sigma$-semistable. Let $Y^{\prime} \in\left(\mathcal{P}_{\mu}\right)_{\mathcal{D}}\left(\phi_{Y}^{\prime}\right)$, we must prove that $F\left(Y^{\prime}\right), H\left(Y^{\prime}\right)$ are $\sigma$-semistable. If $\phi_{Y^{\prime}} \neq \phi_{X}+n$ for any $n \in \mathbb{Z}$, we obtain the result by lemma 4.5.23, since for a suitable shift of $Y^{\prime}$, the Hom vanishing condition is fulfilled by [20, Corollary 4.4]. If, on the other hand, we have $\phi_{Y^{\prime}}=\phi_{X}+n$ for $n \in \mathbb{Z}$, we obtain $Y \in\left(\mathcal{P}_{\mu}\right)_{\mathcal{D}}\left(\phi_{X}\right)$ for $Y=Y^{\prime}[-n]$. There is a $\xi \in \mathbb{R}$ with $\xi \neq \phi_{X}+m$ for any $m \in \mathbb{Z}$ such that $\left(\mathcal{P}_{\mu}\right)_{\mathcal{D}}(\xi) \neq \emptyset$. Hence there is a non-zero $Z^{\prime} \in\left(\mathcal{P}_{\mu}\right)_{\mathcal{D}}(\xi)$ and we set $Z=Z^{\prime}[d] \in\left(\mathcal{P}_{\mu}\right)(\xi+d)$ such that $\xi+d \in\left(\phi_{X}, \phi_{X}+1\right)$. We obtain that $F(Z), H(Z)$ are $\sigma$-semistable by lemma 4.5.23. Assume now that $F\left(Y^{\prime}\right)$ is not $\sigma$-semistable, then - since this condition is invariant under shift - so is $F(Y)$ and proposition 4.5 .20 provides that $H(Z)$ and, in particular $G(Z)$ are $\sigma$-semistable where $\phi_{G(Y)}^{\sigma}+1<\phi_{H(Y)}^{\sigma}$. From the exact sequence

$$
F(Z) \rightarrow G(Z) \rightarrow H(Z) \xrightarrow{+}
$$

we obtain the inequality

$$
\phi_{F(Z)}^{\sigma} \leq \phi_{G(Z)}^{\sigma} \leq \phi_{H(Z)}^{\sigma} \leq \phi_{F(Z)}^{\sigma}+1
$$

From $\operatorname{Hom}_{\mathcal{D}}(X, Z) \neq 0$ we obtain $\operatorname{Hom}_{\mathcal{D} \uparrow}(F(X), F(Z)) \neq 0$ since $F$ is a fullyfaithful, which provides us with $\phi_{F(X)}^{\sigma} \leq \phi_{F(Z)}^{\sigma}$. Since, again by assumption, $\operatorname{Hom}_{\mathcal{D}}(Y, Z) \neq 0$, we obtain $\operatorname{Hom}_{\mathcal{D}}(Y, Z)^{*} \neq 0$. Since $G$ is fully-faithful, this gives

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(G(Z), G(Y[-n+1]))=\operatorname{Hom}_{\mathcal{D}}(Z, Y[-n+1]) \\
=\operatorname{Hom}_{\mathcal{D}}\left(Z, S_{\mathcal{D}}(Y)\right)=\operatorname{Hom}_{\mathcal{D}}(Y, Z)^{*} \neq 0
\end{array}
$$

and hence $\phi_{G(Z)}^{\sigma} \leq \phi_{G(Y)}^{\sigma}+1$. Since $C$ is an elliptic curve, we have that $\operatorname{Coh}(C)=\mathcal{P}_{\mu}(0,1]$ and there is an $a \in \mathbb{Z}$ such that $\mathcal{P}_{\mu}(\phi+a) \subset \mathcal{P}_{\mu}(0,1]$ which implies $X[a], Y[a] \in \operatorname{Coh}(C)$. Additionally, we have the equation

$$
\frac{\operatorname{deg}(Y[a])}{\operatorname{rank}(Y[a])}=\mu(Y[a])=\tan \left(\left(\phi_{X}+a\right) \pi\right)=\mu(X[a])=\frac{\operatorname{deg}(X[a])}{\operatorname{rank}(X[a])}
$$

using the concept of $\mu$-stability. Since $X$ and $Y$ are simple objects, they are stable by $[20,2.4]$ and hence so are $X[a]$ and $Y[a]$. By lemma 4.5.24 this implies $\operatorname{deg}(Y[a])=\operatorname{deg}(X[a])$ and $\operatorname{rank}(Y[a])=\operatorname{rank}(X[a])$. Since $\sigma$ is a
numerical stability condition, the central charge $Z$ of the stability condition $\sigma$ is given by $Z(A)=Z\left(\operatorname{rank}\left(\lambda_{1}(A)\right), \operatorname{deg}\left(\lambda_{1}(A)\right), \operatorname{rank}\left(\rho_{2}(A)\right), \operatorname{deg}\left(\rho_{2}(A)\right)\right)$ for $A \in \operatorname{Coh}(C)$. Therefore $Z(J(Y[a]))=Z(J(X[a]))$ for any $J \in\left\{i_{1}, i_{2}, \Delta\right\}$. This implies the equality $\exp \left(i \pi \phi_{H(X[a])}^{\sigma}\right)=\exp \left(i \pi \phi_{H(Y[a])}^{\sigma}\right)$, in other words $\cos \left(\phi_{H(X[a])}^{\sigma}\right)+i \sin \left(\phi_{H(X[a])}^{\sigma}\right)=\cos \left(\phi_{H(Y[a])}^{\sigma}\right)+i \sin \left(\phi_{H(Y[a])}^{\sigma}\right)$ and from this we now obtain $\phi_{H(X[a])}^{\sigma}=\phi_{H(Y[a])}^{\sigma}+2 f$ where $f \in \mathbb{Z}$ and therefore $\phi_{H(X)}^{\sigma}=$ $\phi_{H(Y[-n])}^{\sigma}+2 f$. However, for $B \in\{X, Y[-m]\}$, we have $\operatorname{Hom}_{\mathcal{D}}(B, Z) \neq 0$ which provides

$$
\begin{equation*}
\operatorname{Hom}_{\mathcal{D} \uparrow}(H(B), H(Z)) \neq 0 \tag{4.31}
\end{equation*}
$$

via the fully-faithfulness of $H$. This implies that $\operatorname{Hom}_{\mathcal{D}}(B, Z)^{*} \neq 0$ as well. We hence have $\operatorname{Hom}_{\mathcal{D}}(Z, B[1])=\operatorname{Hom}_{\mathcal{D}}\left(Z, S_{\mathcal{D}}(B)\right)=\operatorname{Hom}_{\mathcal{D}}(B, Z)^{*} \neq 0$, that is, again using the fully-faithfulness of $H$,

$$
\begin{equation*}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(H(Z), H(B[1])) \neq 0 . \tag{4.32}
\end{equation*}
$$

While (4.31) provides us with $\phi_{H(B)}^{\sigma} \leq \phi_{H(Z)}^{\sigma}$, we obtain $\phi_{H(Z)}^{\sigma} \leq \phi_{H(B)}^{\sigma}+1$. But since we have that $Z$, and therefore $H(Z)$ is non-zero, we obtain from this, that $\left[\phi_{H(X)}^{\sigma}, \phi_{H(X)}^{\sigma}+1\right] \cap\left[\phi_{H(Y[-m])}^{\sigma}, \phi_{H(Y[-m])}^{\sigma}+1\right] \neq \emptyset$, which can be rephrased as $H(X) \in\left[\phi_{H(Y[-m])}^{\sigma}-1, \phi_{H(Y[-m])}^{\sigma}+1\right]$. Hence, $f=0$ and we get $\phi_{H(Y)}^{\sigma}=\phi_{H(X)}^{\sigma}$. Summing up, we obtain

$$
\phi_{G(Z)}^{\sigma} \leq \phi_{G(Y)}^{\sigma}+1<\phi_{H(Y)}^{\sigma}=\phi_{H(X)}^{\sigma}<\phi_{F(X)}^{\sigma} \leq \phi_{F(Z)}^{\sigma} \leq \phi_{G(Z)}^{\sigma}
$$

which is a contradiction. Hence, $F(Y)$ is $\sigma$-semistable. To see that $H(Y)$ too is semistable, repeat the argument swapping $X$ and $Y$ and replacing $(F, G)$ by $(G, H)$.

Expressing this in a more suitable - topological - language we define

Notation 4.5.26. Let $\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ denote the space of pre-stability conditions on $\mathcal{D}^{\uparrow}$.

Definition 4.5.27. Define
$\widetilde{\Theta}_{12}=$
$\left\{\sigma \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right) \mid i_{1}(X), i_{2}(X) \sigma\right.$-semistable for all $X \in \mathcal{D}$ with $X$ stable $\}$
$\Theta_{12}=$
$\left\{\sigma \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right) \mid i_{1}(X), i_{2}(X) \sigma\right.$-stable for all $X \in \mathcal{D}$ with $X$ stable $\}$
$\widetilde{\Theta}_{31}=$
$\left\{\sigma \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right) \mid i_{1}(X), \Delta(X) \sigma\right.$-semistable for all $X \in \mathcal{D}$ with $X$ stable $\}$
$\Theta_{31}=$
$\left\{\sigma \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right) \mid i_{1}(X), \Delta(X) \sigma\right.$-stable for all $X \in \mathcal{D}$ with $X$ stable $\}$
$\widetilde{\Theta}_{23}=$
$\left\{\sigma \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right) \mid i_{2}(X), \Delta(X) \sigma\right.$-semistable for all $X \in \mathcal{D}$ with $X$ stable $\}$
$\Theta_{23}=$
$\left\{\sigma \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right) \mid i_{2}(X), \Delta(X) \sigma\right.$-stable for all $X \in \mathcal{D}$ with $X$ stable $\}$
Corollary 4.5.28. Assume that $\mathcal{D}=\mathcal{D}^{b}(\operatorname{Coh}(C))$ where $C$ is an elliptic curve, then

$$
\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=\widetilde{\Theta}_{12} \cup \widetilde{\Theta}_{13} \cup \widetilde{\Theta}_{23} .
$$

Proof. This is simply a version of lemma 4.5.25 using the language of definition 4.5.27.

However, it is possible to say more.
Theorem 4.5.29. Assume that $\mathcal{D}=\mathcal{D}^{b}(\operatorname{Coh}(C))$ where $C$ is an elliptic curve, then

$$
\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=\Theta_{12} \cup \Theta_{31} \cup \Theta_{23}
$$

Proof. We provide the exemplary proof that $i_{1}(X)$ not $\sigma$-semistable gives $\Delta(X) \sigma$-stable. Everything follows the same way as we have previously seen throughout this section. We assume $\Delta(X)$ is not $\sigma$-stable and hence consider its JHF, that is, all its $\sigma$-stable factors $A_{i}$ have the same phase $\phi$. We assume that $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(A_{i_{0}}, \Delta(X)\right) \neq 0$ for a $\sigma$-stable factor $A_{i_{0}}$. Therefore by [38, Exercise 1.6] and the fact that $i_{1}(X)$ was assumed to be non-semistable, arguing as before, we have that all the stable factors of $\Delta(X)$ are isomorphic to $A_{i_{0}}$. Hence, $[\Delta(X)]=n\left[A_{i_{0}}\right]$, where $n$ is the number of stable factors. Since $C$ is an elliptic curve, $\operatorname{rank}(X)$ and $\operatorname{deg}(X)$ are coprime which implies that the vector $[\Delta(X)]=(a, b, c, d)$ is non-divisible. Therefore we must have $n=1$, in other words, $\Delta(X)$ is isomorphic to a stable object and therefore stable.

To obtain the equivalent of lemma 4.5 .25 we now obtain the analogous statement of lemma 4.5.22 (that was the key to proving lemma 4.5.25) because the inequality (4.29) is still strict despite the fact that if $i_{1}\left(X_{1}\right)$ is semistable, the two strict inequalities that were then provided by the HNF are now given by the JHF and are therefore equalities. To correct for this we can now prove that $\phi_{\Delta\left(X_{1}\right)}<\phi_{i_{1}\left(X_{2}\right)}$. To see this consider the fact that $\phi_{i_{1}\left(X_{1}\right)}<\phi_{i_{1}\left(X_{2}\right)}$ given via the fact that equality would imply both objects in the same slice, therefore violating the locally finiteness of the slicing. Since $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(\Delta\left(X_{1}\right), i_{1}\left(X_{1}\right)\right) \neq 0$ we have $\phi_{\Delta\left(X_{1}\right)} \leq \phi_{i_{1}\left(X_{1}\right)}$ such that $\phi_{\Delta\left(X_{1}\right)} \leq \phi_{i_{1}\left(X_{1}\right)}<\phi_{i_{1}\left(X_{2}\right)}$. If, on the other hand, $i_{1}\left(X_{1}\right)$ is not semistable, we obtain $\Delta\left(X_{2}\right)$ semistable by lemma 4.5.25, then providing us with $\phi_{\Delta\left(X_{1}\right)}<\phi_{\Delta\left(X_{2}\right)} \leq \phi_{i_{1}\left(X_{2}\right)}$ by the same reasoning as before.

For the sake of completeness we shall add the following.
Corollary 4.5.30. Let $\Theta_{i j}^{\prime}$ be like $\Theta_{i j}$ where now we assume $\sigma \in \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ instead of $\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$, then we have

$$
\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=\Theta_{12}^{\prime} \cup \Theta_{31}^{\prime} \cup \Theta_{23}^{\prime}
$$

Proof. This is an obvious consequence of theorem 4.5.29.
Before we continue our discussion we will provide the following useful lemma.

Lemma 4.5.31. If $\mathcal{A}=\operatorname{Coh}(C)$ for an elliptic curve $C, \sigma \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ and $X$ stable, then

- $i_{1}(X)$ strictly $\sigma$-semistable implies that it has a Jordan-Hölder filtration given by

$$
0 \rightarrow \Delta(X) \rightarrow i_{1}(X)
$$

- $i_{2}(X)$ strictly $\sigma$-semistable implies that it has a Jordan-Hölder filtration given by

$$
0 \rightarrow i_{1}(X) \rightarrow i_{2}(X)
$$

and

- $\Delta(X)$ strictly $\sigma$-semistable implies that it has a Jordan-Hölder filtration given by

$$
0 \rightarrow i_{2}(X) \rightarrow \Delta(X) .
$$

Proof. This is a a by-product of the proof of theorem 4.5.29.

We will combine the fundamental lemma 4.5 .25 with a fact provided by the following lemmas.

Lemma 4.5.32. Assume that $\mathcal{D}=\mathcal{D}^{b}(\operatorname{Coh}(C))$ where $C$ is an elliptic curve. Let $X, Y \in \mathcal{D}$ such that $X \in \mathcal{P}_{\mu}\left(\phi_{X}\right), Y \in \mathcal{P}_{\mu}\left(\phi_{Y}\right)$. Let $F$ be a faithful triangle functor $F: \mathcal{D} \hookrightarrow \mathcal{D}^{\uparrow}$ for which for any $t \in \mathbb{R}$ there is a $t^{\prime} \in \mathbb{R}$ and a slicing $\mathcal{P}$ on $\mathcal{D}^{\uparrow}$ such that $F\left(\mathcal{P}_{\mu}(t)\right) \subset \mathcal{P}\left(t^{\prime}\right)$. Let $r, s \in \mathbb{R}$ such that $F(X) \in \mathcal{P}(r)$ and $F(Y) \in \mathcal{P}(s)$. If $\phi_{Y}-1<\phi_{X}<\phi_{Y}$, then $s-1 \leq r \leq s$.

Proof. From $\phi_{X}-1<\phi_{Y}-1<\phi_{X}<\phi_{Y}$, we obtain

$$
\operatorname{Hom}_{\mathcal{D}}(X, Y) \neq 0 \neq \operatorname{Hom}_{\mathcal{D}}(Y[-1], X)
$$

by [20, Corollary 4.4]. Since $F$ is faithful, this implies

$$
\begin{equation*}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(F(X), F(Y)) \neq 0 \tag{4.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(F(Y[-1]), F(X)) \neq 0 . \tag{4.34}
\end{equation*}
$$

Now, (4.33) gives $r \leq s$ and (4.34) gives $s-1 \leq r$.
Lemma 4.5.33. Assume that $\mathcal{D}=\mathcal{D}^{b}(\operatorname{Coh}(C))$ where $C$ is an elliptic curve. Let non-zero $X, Y \in \mathcal{D}$ such that $X \in \mathcal{P}_{\mu}\left(\phi_{X}\right), Y \in \mathcal{P}_{\mu}\left(\phi_{Y}\right)$. Let $F$ be $a$ faithful triangle functor $F: \mathcal{D} \hookrightarrow \mathcal{D}^{\uparrow}$ for which for any $t \in \mathbb{R}$ there is a $t^{\prime} \in \mathbb{R}$ and a locally finite slicing $\mathcal{P}$ on $\mathcal{D}^{\uparrow}$ such that $F\left(\mathcal{P}_{\mu}(t)\right) \subset \mathcal{P}\left(t^{\prime}\right)$. Let $r, s \in \mathbb{R}$ such that $F(X) \in \mathcal{P}(r)$ and $F(Y) \in \mathcal{P}(s)$. If $\phi_{Y}-1<\phi_{X}<\phi_{Y}$ and there is a $\sigma \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ such that $\sigma=(\mathcal{P}, Z)$, then $s-1<r<s$.

Proof. We have $s-1 \leq r \leq s$ by lemma 4.5.32. If we assume $r=s$, we obtain $Z\left(F\left(\mathcal{P}_{\mu}\left(\phi_{X}\right)\right)\right)=Z\left(F\left(\mathcal{P}_{\mu}\left(\phi_{Y}\right)\right)\right) \subset \mathcal{P}(r)$. This implies both $Z\left(F\left(\mathcal{P}_{\mu}\left(\phi_{X}\right)\right)\right) \subset \mathbb{R}_{+} \exp (i \pi r)$ and $Z\left(F\left(\mathcal{P}_{\mu}\left(\phi_{X}\right)\right)\right) \subset \mathbb{R}_{+} \exp (i \pi r)$. However, $\phi_{Y}-1<\phi_{X}<\phi_{Y}$ implies that $\mathcal{K}(\mathcal{D})=\langle[X],[Y]\rangle$. This gives $F(\mathcal{K}(\mathcal{D})) \subset \mathbb{R}_{+} \exp (i \pi r)$, which, on the other hand, implies that for any $\varphi \in \mathbb{R}$ there is an $n \in \mathbb{Z}$ such that $F\left(\mathcal{P}_{\mu}(\varphi)\right) \subset \mathcal{P}(r)[n]$. Since it is part of the definition of a slicing $\mathcal{P}^{\prime}$ that $\mathcal{P}^{\prime}(a+m)=\mathcal{P}^{\prime}(a)[m]$ for $a \in \mathbb{R}, m \in \mathbb{Z}$ and moreover $F$ is a triangle functor (e.g. commutes with shift), we can conclude that there is an $\alpha \in \mathbb{R}$ such that $F\left(\mathcal{P}_{\mu}(\alpha, \alpha+1)\right) \subset \mathcal{P}(r)$. If $\alpha$ is irrational, then $\mathcal{P}_{\mu}(\alpha-\lfloor\alpha\rfloor, \alpha-\lfloor\alpha\rfloor+1)$ is not noetherian as a direct implication of [54, Proposition 3.1]. Hence $\mathcal{P}_{\mu}(\alpha, \alpha+1)$ is not noetherian as this property does not change under shift. If, on the other hand, $\alpha \in \mathbb{Q}$, we first consider the case where $\alpha=0$. Then $\mathcal{P}_{\mu}(\alpha, \alpha+1)=\operatorname{Coh}(C)$ which is not an artinian category seen from the non-stabilising descending sequence of subobjects $\mathcal{O} \supset \mathcal{O}(-1) \supset \mathcal{O}(-2) \supset \ldots$. For a non-zero $\alpha$ consider the
$\widetilde{\mathrm{SL}}(2, \mathbb{Z})$-action under which $\mathcal{P}_{\mu}(\alpha, \alpha+1)$ can be deformed into $\operatorname{Coh}(C)$. Since taking subobjects is stable under this action, $\mathcal{P}_{\mu}(\alpha, \alpha+1)$ is not artinian.

But $F$ is a triangle functor and hence preserves both monomorphisms and epimorphisms in the abelian category $F\left(\mathcal{P}_{\mu}(\alpha, \alpha+1)\right)$. Hence there either is a non-stabilising descending or a non-stabilising ascending sequence $S$ of subobjects such that $S \in F\left(\mathcal{P}_{\mu}(\alpha, \alpha+1)\right) \subset \mathcal{P}(r) \subset \mathcal{P}(r-\eta, r+\eta)$ for any $\eta \in \mathbb{R}_{+}$. Therefore, the quasi-abelian category $\mathcal{P}(r-\eta, r+\eta)$ is not of finite length for any $\eta \in \mathbb{R}_{+}$, since it has an abelian subcategory that is not of finite length. This provides a contradiction to the assumption of $\mathcal{P}$ being locally finite. The proof for $s-1<r$ is similar.

Lemma 4.5.34. Assume that $\mathcal{D}=\mathcal{D}^{b}(\operatorname{Coh}(C))$ where $C$ is an elliptic curve and let $\sigma=(\mathcal{P}, Z) \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$.

1. If $i_{1}(X)$ and $i_{2}(X)$ are $\sigma$-semistable for all stable $X \in \mathcal{D}$ then there are $\alpha, \beta \in \mathbb{R}$ with $\alpha \geq \beta-1$ such that we have $i_{1}\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset \mathcal{P}(0,1]$ and $i_{2}\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{P}(0,1]$.
2. If $i_{1}(X)$ and $\Delta(X)$ are $\sigma$-semistable for all stable $X \in \mathcal{D}$ then there are $\alpha, \beta \in \mathbb{R}$ with $\alpha \geq \beta$ such that we have $\Delta\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset \mathcal{P}(0,1]$ and $i_{1}\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{P}(0,1]$.
3. If $i_{2}(X)$ and $\Delta(X)$ are $\sigma$-semistable for all stable $X \in \mathcal{D}$ then there are $\alpha, \beta \in \mathbb{R}$ with $\alpha \geq \beta$ such that we have $i_{2}\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset \mathcal{P}(0,1]$ and $\Delta\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{P}(0,1]$.

Proof. To see that we have $i_{1}\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset \mathcal{A}$ and $i_{2}\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{A}$ with $\alpha \geq \beta-1$ whenever $i_{1}(X)$ and $i_{2}(X)$ are $\sigma$-semistable for all stable $X \in \mathcal{D}$, it is enough to proof this for stable $X$. We obtain $\alpha$ and $\beta$ from lemma 4.5.33. To see $\alpha \geq \beta-1$ assume $\alpha<\beta-1$. Then there is a stable $Y \in \mathcal{D}$ such that $i_{1}(Y) \in \mathcal{P}(0,1]$ and $i_{2}(Y)[n]=i_{2}(Y[n]) \in \mathcal{P}(0,1]$ for an $n \in \mathbb{Z}_{\geq 2}$ This gives $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}^{-n+1}\left(i_{1}(Y), i_{2}(Y)[n]\right)=\operatorname{Hom}_{\mathcal{D}}^{-n}(Y, Y[n])=\operatorname{Hom}_{\mathcal{D}}\left(i_{1}(Y), i_{2}(Y)\right) \neq$ 0 because $Y$ stable implies $Y \neq 0$. This is a contradiction to 2.5.29 since $-n+1<0$. The proof for the other cases is similar.

Corollary 4.5.35. Assume that $\mathcal{D}=\mathcal{D}^{b}(\operatorname{Coh}(C))$ where $C$ is an elliptic curve and let $\sigma=(\mathcal{P}, Z) \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$. Either

1. there are $\alpha, \beta \in \mathbb{R}$ with $\alpha \geq \beta-1$ such that we have $i_{1}\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset$ $\mathcal{P}(0,1]$ and $i_{2}\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{P}(0,1]$
2. or there are $\alpha, \beta \in \mathbb{R}$ with $\alpha \geq \beta$ such that we have $\Delta\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset$ $\mathcal{P}(0,1]$ and $i_{1}\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{P}(0,1]$
3. or there are $\alpha, \beta \in \mathbb{R}$ with $\alpha \geq \beta$ such that we have $i_{2}\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset$ $\mathcal{P}(0,1]$ and $\Delta\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{P}(0,1]$.

Proof. We combine lemma 4.5.25 with lemma 4.5.34.
This gives the following preliminary result.
Proposition 4.5.36. Assume that $\mathcal{D}=\mathcal{D}^{b}(\operatorname{Coh}(C))$ where $C$ is an elliptic curve and let $\sigma=(\mathcal{P}, Z) \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$. Either $\sigma$ is obtained by CP-gluing via the semiorthogonal decompositions $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle,\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ or $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ or it fulfils at least one of the following conditions.

1. There are $\beta>\alpha, \beta \in \mathbb{R}$ with $\alpha \geq \beta-1$ such that $i_{1}\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset$ $\mathcal{P}(0,1]$ and $i_{2}\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{P}(0,1]$
2. or there are $\beta+1>\alpha, \beta \in \mathbb{R}$ with $\alpha \geq \beta$ such that $\Delta\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset$ $\mathcal{P}(0,1]$ and $i_{1}\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{P}(0,1]$
3. or there are $\beta+1>\alpha, \beta \in \mathbb{R}$ with $\alpha \geq \beta$ such that $i_{2}\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset$ $\mathcal{P}(0,1]$ and $\Delta\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{P}(0,1]$.

Proof. Using corollary 4.5 .35 we have to investigate the situations where $\alpha \geq \beta$ (or $\alpha \geq \beta+1$ respectively). If we have both $i_{1}\left(\mathcal{P}_{\mu}(\alpha, \alpha+1]\right) \subset \mathcal{P}(0,1]$ and $i_{2}\left(\mathcal{P}_{\mu}(\beta, \beta+1]\right) \subset \mathcal{P}(0,1]$ with $\alpha \geq \beta$ then this does indeed imply that the set $H=\left\{X \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(X) \in \mathcal{P}_{\mu}(\alpha, \alpha+1], \rho_{2}(X) \in \mathcal{P}_{\mu}(\beta, \beta+1]\right\}$ is a subset of $\mathcal{P}(0,1]$. But by theorem 3.2.36, $H$ is the heart of a bounded t -structure obtained by CP-gluing via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$. Since a heart of a bounded $t$-structure cannot contain another heart of a bounded tstructure as a proper subset, we obtain $H=\mathcal{P}(0,1]$, which gives the required statement. The proof for $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ and $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ is similar.

### 4.6 Shape of the Serre functor on $\mathcal{D}^{\uparrow}$

A particularly nice implication of theorem 4.5 .5 is, that we are now able to give a complete description of the Serre functor on $\mathcal{D}^{\uparrow}$, as well as being able to conjecture that $\mathcal{D}^{\uparrow}$ is fractional Calabi-Yau where we can also conjecture on the associated fraction (see [39] for more insights on Calabi-Yau and fractional Calabi-Yau categories and their construction). However, in addition to being interesting with regard to the understanding of $\mathcal{D}^{\uparrow}$, this chapter also provides an important finding with regard to the further study of $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$, given by lemma 4.6.7.

Lemma 4.6.1. If $M: \mathcal{T} \mathcal{R} \rightarrow \mathcal{T} \mathcal{R}$ is an equivalence of triangulated categories and $\mathcal{T} \mathcal{R}=\left\langle\mathcal{T} \mathcal{R}^{a}, \mathcal{T} \mathcal{R}^{b}\right\rangle$ with decomposition triangle

$$
A_{b} \rightarrow A \rightarrow A_{a} \xrightarrow{+},
$$

then the distinguished triangle

$$
M\left(A_{b}\right) \rightarrow M(A) \rightarrow M\left(A_{a}\right) \xrightarrow{+},
$$

is the decomposition triangle of $M(A)$ for the semiorthogonal decomposition $\mathcal{T R}=\left\langle M\left(\mathcal{T R}^{a}\right), M\left(\mathcal{T R}{ }^{b}\right)\right\rangle$.
Proof. Since $\operatorname{Hom}\left(A_{b}, A_{a}\right)=0$ for any $A_{a} \in \mathcal{T} \mathcal{R}^{a}$ and $A_{b} \in \mathcal{T} \mathcal{R}^{b}$, this follows from [32, Lemma 6].
Lemma 4.6.2. The decomposition triangles III and III defined in lemma 4.5 .1 are related to each other via the Serre functor by the formulas

$$
S_{\mathcal{D}^{\uparrow}}(I)_{A}=(I I)_{S_{\mathcal{D} \uparrow}(A)}, S_{\mathcal{D}^{\uparrow}}(I I)_{A}=\left(I I I S_{S_{\mathcal{D} \uparrow}(A)} \text { and } S_{\mathcal{D}^{\uparrow}}(I I I)_{A}=(I)_{S_{\} D T}(A)} .\right.
$$

Proof. Apply lemma 4.6.1 and the equations

$$
\begin{array}{r}
S_{\mathcal{D}^{\uparrow}} \circ i_{1}=i_{2}[1] \circ S_{\mathcal{D}}, \quad S_{\mathcal{D}} \circ \lambda_{1}=\mathbb{K} \circ S_{\mathcal{D}^{\uparrow}}, \\
S_{\mathcal{D}^{\uparrow}} \circ i_{2}=\Delta \circ S_{\mathcal{D}}, \quad S_{\mathcal{D}} \circ \rho_{2}=\lambda_{1} \circ S_{\mathcal{D}^{\uparrow}},  \tag{4.35}\\
S_{\mathcal{D}^{\uparrow}} \circ \Delta=i_{1} \circ S_{\mathcal{D}} \text { and } S_{\mathcal{D}} \circ \mathbb{K}=\rho_{2} \circ S_{\mathcal{D}^{\uparrow}}
\end{array}
$$

related to the Serre functor.
Lemma 4.6.3. If $A=\left(A_{1} \xrightarrow{\varphi} A_{2}\right) \in \mathcal{D}^{\uparrow}$ and $S_{\mathcal{D}^{\uparrow}}(A)=\left(B_{1} \xrightarrow{\psi} B_{2}\right)$, then

$$
B_{1}=\lambda_{1}\left(S_{\mathcal{D}^{\uparrow}}(A)\right)=S_{\mathcal{D}} \rho_{2}(A) \text { and } B_{2}=\rho_{2}\left(S_{\mathcal{D}^{\uparrow}}(A)\right)=S_{\mathcal{D}} \mathbb{K}(A)[1] .
$$

Proof. This is a consequence of (4.35).
Theorem 4.6.4. If $A=\left(A_{1} \xrightarrow{\varphi} A_{2}\right) \in \mathcal{D}^{\uparrow}, S_{\mathcal{D}^{\uparrow}}(A)=\left(B_{1} \xrightarrow{\psi} B_{2}\right)$ and $t_{2}$ as in 4.5.2 (b), then $[\psi] \cong S_{\mathcal{D}}\left(t_{2}\right): S_{\mathcal{D}} \rho_{2}(A) \rightarrow S_{\mathcal{D}} \mathbb{K}(A)[1]$ as a morphism in $\mathcal{D}$.

Proof. From lemma 4.6 .2 and one of the equations provided in 4.35, we obtain

$$
\lambda_{1}(I I I)_{S_{\mathcal{D} \uparrow}(A)} \cong \lambda_{1} S_{\mathcal{D} \uparrow}(I I)_{A} \cong S_{\mathcal{D}} \rho_{2}(I I)_{A} .
$$

Using lemma 4.5.2 this translates into the statement that the two exact triangles

$$
\begin{array}{r}
\mathbb{K} S_{\mathcal{D} \uparrow}(A) \rightarrow \lambda_{1} S_{\mathcal{D} \uparrow}(A) \xrightarrow{[\varphi]} \rho_{2} S_{\mathcal{D} \uparrow}(A) \xrightarrow{+} \\
S_{\mathcal{D}} \lambda_{1}(A) \xrightarrow{S_{\mathcal{D}(\varphi \varphi)}} S_{\mathcal{D}} \rho_{2}(A) \xrightarrow{S_{\mathcal{D}\left(t_{2}\right)}} S_{\mathcal{D}} \mathbb{K}(A)[1] \xrightarrow{+}
\end{array}
$$

are isomorphic to each other in $\mathcal{D}$. Hence $[\psi] \cong S_{\mathcal{D}}\left(t_{2}\right)$ as a morphism in D.

Corollary 4.6.5. We have $S_{\mathcal{D} \uparrow}(A) \cong\left(S_{\mathcal{D}}\left(A_{2}\right) \xrightarrow{S_{\mathcal{D}}(\tau)} S_{\mathcal{D}}(\operatorname{Cone}(\varphi))\right)$ where $\tau: A_{2} \rightarrow \operatorname{Cone}(\varphi)$ assumes the role of the canonical mapping given by the mapping cone (see the diagram of definition 5.2.2 in which $\tau$ assumes the role of the morphism $i_{F}$ ).
Proof. This is a consequence of theorem 4.6.4 since $[\tau] \cong\left[t_{2}\right]$.
Corollary 4.6.6. If $\mathcal{D}$ is 1 -Calabi-Yau and $X \in \mathcal{D}$, we obtain

- $S_{\mathcal{D}^{\uparrow}}\left(i_{1}(X)\right)=S_{\mathcal{D}^{\uparrow}}(X \rightarrow 0)=0[1] \rightarrow X[1][1]=i_{2}(X)[2]$,
- $S_{\mathcal{D}^{\uparrow}}\left(i_{2}(X)\right)=S_{\mathcal{D}^{\uparrow}}(0 \rightarrow X)=X[1] \xrightarrow{\mathrm{id}_{X}[1]} X[1]=\Delta(X)[1]$ and
- $S_{\mathcal{D}^{\uparrow}}(\Delta(X))=S_{\mathcal{D}^{\uparrow}}\left(X \xrightarrow{\mathrm{id}_{X}} X\right)=X[1] \rightarrow 0[1]=i_{1}(X)[1]$.

Proof. Let $A$ equal to either $i_{1}(X), i_{2}(X)$ or $\Delta(X)$ in the formula provided in corollary 4.6.5 using that $S_{\mathcal{D}}=[1]$ since $\mathcal{D}$ is 1-Calabi-Yau.

The following result allows us to generalise statements about one of the $\Theta_{i j}$ to the others.
Lemma 4.6.7. The Serre functor $S_{\mathcal{D}^{\uparrow}}$ acts by circularly mapping the $\Theta_{i j}$ into one another as the following diagram demonstrates:


Proof. This follows from corollary 4.6.6, combined with the fact that, for any Serre functor, we have $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(A, B)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(S_{\mathcal{D}^{\uparrow}}(A), S_{\mathcal{D}^{\uparrow}}(B)\right)$ and therefore, using lemma 4.5.31 the stability of the respective embedded objects is preserved.

The following - if proven - would be a nice result that could add to the understanding of $\mathcal{D}^{\uparrow}$ further.
Definition 4.6.8. A triangulated category $\mathcal{T} \mathcal{R}$ is called $" \frac{a}{b}$ fractional CalabiYau" for $a, b \in \mathbb{Z}$ if $\mathcal{T} \mathcal{R}$ has a Serre functor $S_{\mathcal{T R}}$ and

$$
S_{\mathcal{T R}}^{b}=[a] .
$$

Conjecture 4.6.9. If $\mathcal{D}$ is 1 -Calabi-Yau, $\mathcal{D}^{\uparrow}$ is fractional Calabi-Yau where the associated fraction is $\frac{3}{4}$.
Remark 4.6.10. Conjecture 4.6 .9 is based on corollary 4.6.5, which proves the statements as far as objects in $\mathcal{D}^{\uparrow}$ are concerned.

### 4.7 Application of tilting to $\mathcal{D}^{\uparrow}$

Tilting traces back to two articles by Bernstein, Gelfand and Ponomarev (see [1] for further reading) and operates on the heart of a bounded t-structure using a torsion pair to obtain a new heart - in other words, an essential ingredient of a stability condition. To perform tilting, one needs to make use of torsion pairs, originally introduced in [24]. Following [33] we provide

Definition 4.7.1. A "torsion pair" $(\mathcal{T}, \mathcal{F})$ on an abelian category $\mathcal{A}$ consists of full subcategories $\mathcal{T}$ and $\mathcal{F}$ such that

1. $\operatorname{Hom}_{\mathcal{A}}(T, F)=0$ for any $T \in \mathcal{T}$ and $F \in \mathcal{F}$.
2. For any $E \in \mathcal{A}$ there are $T \in \mathcal{T}$ and $F \in \mathcal{F}$ such that

$$
0 \rightarrow T \rightarrow E \rightarrow F \rightarrow 0
$$

is an exact sequence in $\mathcal{A}$.
Remark 4.7.2. Recalling definition 2.1.6 one can think of a torsion pair as the abelian equivalent of a semiorthogonal decomposition.

Lemma 4.7.3. The category $\mathcal{F}$ is closed under subobjects and the category $\mathcal{T}$ closed under quotients.

Proof. Let $E \in \mathcal{F}$ and $U \subset E$ Let

$$
0 \rightarrow U_{\mathcal{T}} \xrightarrow{i_{U_{\mathcal{T}}}} U \rightarrow U_{\mathcal{F}} \rightarrow 0
$$

be an exact triangle with $U_{\mathcal{T}} \in \mathcal{T}$ and $U_{\mathcal{F}} \in \mathcal{F}$. Let $i: U \rightarrow E$ be the embedding of $U$ into $E$. We have that $i \circ i_{U_{\mathcal{T}}} \in \operatorname{Hom}\left(U_{\mathcal{T}}, E\right)=0$ since $U_{\mathcal{T}} \in \mathcal{T}$ and $E \in \mathcal{F}$. Since $i_{U_{\mathcal{T}}}$ is an embedding as well as $i$, so is $i \circ i_{U_{\mathcal{T}}}$ and hence $U_{\mathcal{T}}=0$. This provides $U \cong U_{\mathcal{F}}$.

Analogously we obtain the dual statement for $\mathcal{T}$.
Lemma 4.7.4. Let $\mathcal{P}$ be a slicing on $\mathcal{D}$ with $\mathcal{A}=\mathcal{P}(0,1]$. Let $\phi \in(0,1]$, then $\left(\mathcal{T}_{1}, \mathcal{F}_{1}\right)=(\mathcal{P}(\phi, 1], \mathcal{P}(0, \phi])$ and $\left(\mathcal{T}_{2}, \mathcal{F}_{2}\right)=(\mathcal{P}[\phi, 1], \mathcal{P}(0, \phi))$ are torsion pairs on $\mathcal{A}$.

Proof. This follows from definition 4.7.1.
The motivating example to be explained next ties in with the theory outlined in lemma 4.7.4.

Example 4.7.5. Let $\mathcal{A}=\operatorname{Coh}(C)$, where $C$ is a smooth projective curve and consider the stability condition $\left(Z_{\mu}, \mathcal{A}\right)$. Using the torsion pair described in lemma 4.7.4 gives

$$
\mathcal{T}=\mathcal{P}(1)=\{\text { torsion sheaves on } X\}
$$

$$
\text { and } \mathcal{F}=\mathcal{P}(0,1)=\{\text { torsion-free sheaves on } X\}
$$

if we let $\phi=1$.
Remark 4.7.6. The torsion pair provided in lemma 4.7.4 is the most prevalent construction of a torsion pair in a situation where a slicing is available.

We now have the following lemma that gives this subsection its meaning.
Lemma 4.7.7. Let $\mathcal{H}$ be the heart of a bounded $t$-structure on a derived category $\mathcal{D}$. Assume there is a torsion pair $(\mathcal{T}, \mathcal{F}\rangle)$ on $\mathcal{H}$. Then the full subcategory

$$
\mathcal{H}^{\sharp}=\left\{E \in \mathcal{D} \mid H_{\mathcal{H}}^{i}(E)=0 \text { if } i \notin\{-1,0\}, H_{\mathcal{H}}^{-1}(E) \in \mathcal{F} \text { and } H_{\mathcal{H}}^{0}(E) \in \mathcal{T}\right\}
$$

is the heart of a bounded $t$-structure on $\mathcal{D}$.
Proof. See [33, Proposition 2.1].
Remark 4.7.8. The technique of obtaining new hearts provided by lemma 4.7 .7 is often in the literature - and will be here - referred to as "tilting". Note that in some articles it is referred to as "left tilting" whereas left tilting combined with $[-1]$ is then referred to as "right tilting".
Lemma 4.7.9. The pair $(\mathcal{F}[1], \mathcal{T})$ is a torsion pair on $\mathcal{H}^{\sharp}$.
Proof. This obvious fact is, for example, mentioned in [16, Section 5.2].
The theory we just introduced allows us to compute hearts of $t$-structures. Equipping a heart like this with a suitable stability function will subsequently provide a stability condition. For the construction that we are planning we have to radically restrict our category $\mathcal{A}$ to a smooth projective curve as otherwise we do not have the necessary concepts available.

Remark 4.7.10. Note that for $\mathcal{A}=\operatorname{Coh}(C)$, where $C$ is a smooth projective curve, the category $\mathcal{D}$ has a Serre functor and - hence - so does $\mathcal{D}^{\uparrow}$.

Definition 4.7.11. Let $Y \in \mathcal{A}^{\uparrow}$, where $\mathcal{A}=\operatorname{Coh}(C), C$ a smooth projective curve, $C_{1} \in \mathbb{R}$ and $D_{1} \in \mathbb{R}_{<0}$. We define a group homomorphism $Z_{\lambda}$ : $\mathcal{N}\left(\mathcal{A}^{\uparrow}\right) \xrightarrow{\cong} \mathbb{Z}^{4} \rightarrow \mathbb{C}$ by

$$
\begin{array}{r}
Z_{\lambda}(Y)= \\
D_{1} \operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+\left(C_{1}-1\right) \operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+i\left(\operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(Y)\right)\right)
\end{array}
$$

and

$$
\lambda(Y)=(1 / \pi) \arg \left(Z_{\lambda}([Y])\right) \in(0,1]
$$

if $Y \neq(0 \rightarrow T)$ where $T \in \mathcal{A}$ is a torsion sheaf.
Lemma 4.7.12. The group homomorphism $Z_{\lambda}$ is a weak stability function on $\mathcal{A}^{\uparrow}$.

Proof. Since $\Im\left(Z_{\lambda}\right)=\operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(Y)\right) \geq 0$ this follows from definition 2.4.3.

Definition 4.7.13. Let $\mathcal{A}=\operatorname{Coh}(C)$, where $C$ is a smooth projective curve. An object $Y \neq(0 \rightarrow T)$ where $T \in \mathcal{A}$ is a torsion sheaf, is $\lambda$-semistable if $\lambda(Y) \geq \lambda(U)$ for any subobject $U \subset Y$ with $U \neq\left(0 \rightarrow T^{\prime}\right)$ where $T^{\prime} \in \mathcal{A}$ is a torsion sheaf.

Lemma 4.7.14. Let $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$ be a short exact sequence where $A, B, C \in \mathcal{A}^{\uparrow}$ and $A, B, C \neq 0 \rightarrow T$, where $T$ is a torsion sheaf, then

$$
\begin{array}{r}
\lambda(A)<\lambda(B) \text { if and only if } \lambda(B)<\lambda(C), \\
\lambda(A)>\lambda(B) \text { if and only if } \lambda(B)>\lambda(C) \text { and } \\
\lambda(A)=\lambda(B) \text { if and only if } \lambda(B)=\lambda(C)
\end{array}
$$

Proof. Since the $Z$ used to define $\lambda$ is a weak stability function by 2.4.3 and $Z_{\lambda}(A) \neq 0, Z_{\lambda}(B) \neq 0$ and $Z_{\lambda}(C) \neq 0$ we obtain that $\lambda(A), \lambda(B)$ and $\lambda(C)$ are defined and finally the result by lemma 2.4.22.

Definition 4.7.15. An object $X \in \mathcal{A}^{\uparrow}, \mathcal{A}=\operatorname{Coh}(C), C$ a smooth projective curve, is "torsion-free" if $\lambda_{1}^{\mathcal{A}}(X)$ and $\rho_{2}^{\mathcal{A}}(X)$ are torsion-free in $\mathcal{A}$.

Remark 4.7.16. Note that this implies, that $\lambda$ of definition 4.7.11 is defined for all torsion-free $X \in \mathcal{A}^{\uparrow}$.

Lemma 4.7.17. Let $Y \in \mathcal{A}^{\uparrow}$, where $\mathcal{A}=\operatorname{Coh}(C), C$ a smooth projective curve. If $Y$ is $\lambda$-semistable and there is non-zero torsion-free object $Q \in \mathcal{A}^{\uparrow}$ such that there is an epimorphism $Y \xrightarrow{q} Q$, then $\lambda(Y) \leq \lambda(Q)$.

Proof. The surjectivity of $q$ provides the short exact sequence

$$
0 \rightarrow \operatorname{ker}(q) \hookrightarrow Y \xrightarrow{q} Q \rightarrow 0
$$

where we have $\lambda(\operatorname{ker}(q)) \leq \lambda(Y)$ provided by the $\lambda$-semistability of $Y$, such that we obtain $\lambda(Y) \leq \lambda(Q)$ by lemma 4.7.14.

In order to prove the existence of a HNF for torsion-free objects with regard to $\lambda$, provided by lemma 4.7.20, we adapt [42, Proposition 5.4.2] and as to do so give an enhanced version of [42, Lemma 5.4.1], provided by lemma 4.7.18. In classical textbooks, such as [42] or [34], one finds the RiemannRoch formula

$$
\chi(L)=\operatorname{deg}(L)+\operatorname{rank}(L) \cdot(1-g)
$$

for vector bundles $L$ on a smooth projective curve $C$ of genus $g$. On an elliptic curve this - hence - simplifies to

$$
\chi(L)=\operatorname{deg}(L)
$$

However, we define $\operatorname{deg}(F)=\operatorname{deg}(L)+\chi(T)$ for a coherent sheaf $F$ where $T$ is the torsion-subsheaf of $F$ and $L$ the quotient $L=F / T$ which is torsionfree - and on a smooth projective curve therefore also locally free. Since $\chi(F)=\chi(T)+\chi(L)$ provided by the additivity of $\chi$ on exact sequences we obtain $\operatorname{deg}(F)=\chi(F)$.

Lemma 4.7.18. Let $E$ be a coherent sheaf on an elliptic curve $C$. Then the degree of its subsheaves $F \subset E$ is bounded above.

Proof. We generalise [52, Corollary 10.9] with regard to non-locally-free sheaves. Let $F \subset E$ be a coherent subsheaf. This means there is an exact sequence

$$
0 \rightarrow F \rightarrow E \rightarrow F / E \rightarrow 0
$$

and applying the (left exact) functor $H^{0}$ to it hence provides us with $H^{0}(F) \hookrightarrow$ $H^{0}(E)$. This implies $h^{0}(F) \leq h^{0}(E)$. Which gives

$$
\operatorname{deg}(F)=h^{0}(F)-h^{1}(F) \leq h^{0}(F) \leq h^{0}(E)
$$

and the proof is finished.
Corollary 4.7.19. Let $A \in \mathcal{A}^{\uparrow}$ where $\mathcal{A}=\operatorname{Coh} C$ and $C$ is an elliptic curve. Assume that non-zero $A$ is torsion-free. There is a torsion-free $X \subset A$ such that $\lambda(X) \geq \lambda(Y)$ for any torsion-free $Y \subset A$.

Proof. If $\max \{\lambda(Y) \mid Y \subset A, Y$ torsion-free $\}=\lambda(A)$, we can take $X=A$. Otherwise $\{\lambda(Y) \mid Y \subset A, Y$ torsion-free, $\lambda(Y)>\lambda(A)\} \neq \emptyset$ and $\max \{\lambda(Y) \mid$ $Y \subset A, Y$ torsion-free, $\lambda(Y)>\lambda(A)\}=\max \{\lambda(Y) \mid Y \subset A, Y$ torsion-free $\}$ if a maximum exists. It therefore suffices to consider the set $\{\lambda(Y) \mid Y \subset$ $A, Y$ torsion-free, $\lambda(Y)>\lambda(A)\}$. Firstly, observe that $Y \subset A$ forces

$$
\begin{array}{r}
0 \leq \operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right) \leq \operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(A)\right) \text { and } \\
0 \leq \operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(Y)\right) \leq \operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(A)\right),
\end{array}
$$

implying finiteness of $\left\{\left(C_{1}-1\right) \operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+i\left(\operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(Y)\right) \mid\right.\right.$ $Y \subset A, Y$ torsion-free $\}$ as well as the inequality

$$
\begin{array}{r}
0 \leq \Im\left(Z_{\lambda}(Y)\right)=\operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(Y)\right) \\
\leq \operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(A)\right)+\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(A)\right)=: R .
\end{array}
$$

Since $\left\{\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right) \mid Y \subset A, Y\right.$ torsion-free $\}$ is bounded above by lemma 4.7.18, the expression $D_{1}\left(\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)\right)$ is bounded below, since $D_{1}<0$. Since the expression $\left(C_{1}-1\right) \operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)$ takes only finitely many values, this implies that $\Re(Z(Y))=D_{1}\left(\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)\right)+\left(C_{1}-1\right) \operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)$ is bounded below by a $D \in \mathbb{R}$. Boundaries for $\left\{Z_{\lambda}(Y) \mid Y \subset A, Y\right.$ torsion-free, $\lambda(Y)>$ $\lambda(A)\}$ in the complex plain are therefore given by the enclosed area


We have that $\left|\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)\right| \gg 0$ implies $\left|D_{1} \operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)\right| \gg 0$. Since $Z_{\lambda}$ is given by the formula
$Z_{\lambda}(Y)=D_{1} \operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+\left(C_{1}-1\right) \operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+i\left(\operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(Y)\right)\right)$
and we have already seen that the set $\left\{\left(C_{1}-1\right) \operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+i\left(\operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)+\right.\right.$ $\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(Y)\right) \mid Y \subset A, Y$ torsion-free $\}$ is finite, $\left|\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right)\right| \gg 0$ would therefore imply that $\left|\Re\left(Z_{\lambda}(Y)\right)\right| \gg 0$. This however - as we can see from the diagram - provides a contradiction. Hence, we obtain that the set $\left\{\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right) \mid Y \subset A, Y\right.$ torsion-free, $\left.\lambda(Y)>\lambda(A)\right\}$ is bounded. Since $\left\{\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right) \mid Y \subset A, Y\right.$ torsion-free, $\left.\lambda(Y)>\lambda(A)\right\} \subset \mathbb{Z}$ and is therefore discrete, it is hence finite. This - on the other hand - implies that the set $\left\{D_{1} \operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(Y)\right) \mid Y \subset A, Y\right.$ torsion-free, $\left.\lambda(Y)>\lambda(A)\right\}$ is finite too. We conclude that $\{Z(Y) \mid Y \subset A, Y$ torsion-free, $\lambda(Y)>\lambda(A)\}$ too is finite. Therefore there is a $Z_{\lambda}(Y) \in\left\{Z_{\lambda}(Y) \mid Y \subset A, Y\right.$ torsion-free, $\left.\lambda(Y)>\lambda(A)\right\}$ such that $\arg \left(Z_{\lambda}(Y)\right)$ is maximal. Hence there is a $Y$ such that $\lambda(Y)=$ $\arg \left(Z_{\lambda}(Y)\right) / \pi$ is maximal.

This provides us with a HNF for torsion-free objects.

Lemma 4.7.20. Let $X \in \mathcal{A}^{\uparrow}$ and $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve, assume that $X$ is torsion free. There is a unique sequence

$$
0=X_{0} \subset X_{1} \subset \cdots \subset X_{n}=X
$$

where $X_{i}$ is a torsion-free object such that

- $\lambda\left(A_{i}\right) \geq \lambda(U)$ for any $U \subset A_{i}$ and
- $\lambda\left(A_{i-1}\right)>\lambda\left(A_{i}\right)$
with $A_{i}=X_{i} / X_{i-1}$ for $i \in\{1, \ldots n\}$ and the quotients $A_{i}$ are also torsionfree.

Proof. We adapt the proof of [42, Proposition 5.4.2]. Using corollary 4.7.19 pick an torsion-free $X_{1} \subset X$ such that $\lambda\left(X_{1}\right)$ is the maximum of $\{\lambda(Y) \mid$ $Y \subset X, Y$ torsion-free $\}$ and that additionally $\operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}\left(X_{1}\right)\right)+\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}\left(X_{1}\right)\right)$ is maximal amongst the torsion-free subsheaves of maximal $\lambda$. If $X / X_{1}$ is not torsion-free, this means that $Q_{1}=\rho_{2}^{\mathcal{A}}(X) / \rho_{2}^{\mathcal{A}}\left(X_{1}\right)$ or $Q_{2}=\lambda_{1}^{\mathcal{A}}(X) / \lambda_{1}^{\mathcal{A}}\left(X_{1}\right)$ are not torsion free. Note, that quotients are taken componentwise (regarding the $\lambda_{1}^{\mathcal{A}}$ and the $\rho_{2}^{\mathcal{A}}$ component). Consider, on one hand, the exact sequence

$$
0 \rightarrow X_{1} \rightarrow X \rightarrow Q \rightarrow 0
$$

where $Q=Q_{1} \xrightarrow{\varsigma} Q_{2}$ and $\varsigma$ is the induced map on the Quotients. Consider, on the other hand, the exact sequence

$$
\begin{equation*}
0 \rightarrow \operatorname{Tors}(Q) \rightarrow Q \xrightarrow{f} Q / \operatorname{Tors}(Q) \rightarrow 0 \tag{4.36}
\end{equation*}
$$

that, combining them, provide us with the diagram

where $Q^{\prime}=Q / \operatorname{Tors}(Q)$ and $H \in \mathcal{A}^{\uparrow}$ the kernel of $f \circ q$ with $k$ being its canonical embedding. The canonical completion of this diagram provides us with a map $g: X_{1} \rightarrow H$. By the snake lemma this map is injective and moreover we have $\operatorname{coker}(g)=\operatorname{ker}(f)$. On the other hand, we see from (4.36) that $\operatorname{ker}(f)=\operatorname{Tors}(Q)$ which means that the canonical sequence

$$
0 \rightarrow \operatorname{ker}(g) \rightarrow X_{1} \xrightarrow{g} H \rightarrow \operatorname{coker}(g) \rightarrow 0
$$

for the morphism $g$ becomes

$$
0 \rightarrow X_{1} \xrightarrow{g} H \rightarrow \operatorname{Tors}(Q) \rightarrow 0
$$

and since $\operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(\operatorname{Tors}(Q))\right)=\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(\operatorname{Tors}(Q))\right)=0$ provided by the fact that both $\lambda_{1}^{\mathcal{A}}(\operatorname{Tors}(Q))$ and $\rho_{2}^{\mathcal{A}}(\operatorname{Tors}(Q))$ are torsion sheaves, we obtain that $\operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}\left(X_{1}\right)\right)=\operatorname{rank}\left(\lambda_{1}^{\mathcal{A}}(H)\right)$ and $\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}\left(X_{1}\right)\right)=\operatorname{rank}\left(\rho_{2}^{\mathcal{A}}(H)\right)$ using the additivity of rank on exact sequences. Furthermore, the exact sequence

$$
0 \rightarrow \lambda_{1}^{\mathcal{A}}\left(X_{1}\right) \rightarrow \lambda_{1}^{\mathcal{A}}(H) \rightarrow \lambda_{1}^{\mathcal{A}}(\operatorname{Tors}(Q)) \rightarrow 0
$$

gives $\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(H)\right)=\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}\left(X_{1}\right)\right)+\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(\operatorname{Tors}(Q))\right)$ and moreover we have $\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(\operatorname{Tors}(Q))\right) \geq 0$ since $\lambda_{1}^{\mathcal{A}}(\operatorname{Tors}(Q))$ is torsion, which - as we will prove following - implies that we must have $\lambda(H) \geq \lambda\left(X_{1}\right)$ using $D_{1}<0$ and, since $\lambda\left(X_{1}\right)$ was chosen to be maximal therefore $\lambda(H)=\lambda\left(X_{1}\right)$. If $\lambda(H)<\lambda\left(X_{1}\right)$, this would imply $\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}(H)\right)<\operatorname{deg}\left(\lambda_{1}^{\mathcal{A}}\left(X_{1}\right)\right)$, since other then on the ranks, which, as we have previously seen are equal, $\lambda$ only depends on the degree of the $\lambda_{1}^{\mathcal{A}}$-component. We can therefore replace $X_{1}$ by $H$ which is a maximal torsion-free subobject that has a torsion-free quotient $Q^{\prime}=Q / \operatorname{Tors}(Q)$. This allows us to conclude in the same way in which it is done in the proof of 42, Proposition 5.4.2].

Definition 4.7.21. Let $X \in \mathcal{A}^{\uparrow}$ where $\mathcal{A}=\operatorname{Coh}(C)$ and $C$ is an elliptic curve and assume that $X$ is torsion free. Then define $\lambda_{+}(X)=\lambda\left(A_{1}\right)$ and $\lambda_{-}(X)=\lambda\left(A_{n}\right)$ where $A_{i}$ are the HN-factors introduced in lemma 4.7.20.

We are now ready to provide the data we need to tilt. First we need to introduce new terminology.

Lemma 4.7.22. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is a smooth projective curve. Let $E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{A}^{\uparrow}$. There is a short exact sequence

with $T(E)_{i}$ torsion and $F(E)_{i}$ torsion-free for $i \in\{1,2\}$ in $\mathcal{A}^{\uparrow}$.
Proof. We obtain $t$ via $\operatorname{Hom}_{\mathcal{A} \uparrow}\left(T(E)_{1}, T(E)_{2}\right) \cong \operatorname{Hom}_{\mathcal{A} \uparrow}\left(T(E)_{1}, E_{2}\right)$ from $\operatorname{Hom}_{\mathcal{A}^{\uparrow}}\left(T(E)_{1}, F(E)_{2}\right)=0$, since $T(E)_{1}$ is a torsion and $F(E)_{2}$ a torsionfree sheaf. Then, $f$ is well-known to exist as a morphism in the abelian category $\mathcal{A}$ and hence as an object in $\mathcal{A}^{\uparrow}$. Or, in the more abstract language of triangulated categories that we choose to follow whenever possible, $f$ is given by [32, Section 1.1, (TR3)].

This allows us to introduce
Definition 4.7.23. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is a smooth projective curve and $E \in \mathcal{A}^{\uparrow}$. Set

$$
\begin{aligned}
& T(E)=T(E)_{1} \xrightarrow{t} T(E)_{2} \\
& F(E)=F(E)_{1} \xrightarrow{f} F(E)_{2}
\end{aligned}
$$

from lemma 4.7.22.
As well as
Definition 4.7.24. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve and set $\phi=3 / 4$. Define $\mathcal{T}$ and $\mathcal{F}$ to be the full subcategories of $\mathcal{A}^{\uparrow}$ given by: $E \in \mathcal{T}$ if the HN-factors $A_{i}$ of $F(E)$ (see lemma 4.7.20) satisfy $\lambda\left(A_{i}\right)>\phi$ and $\mathbb{K}(E) \in \mathcal{A}$. Moreover $E \in \mathcal{F}$ if $\lambda_{1}(E)$ is torsion-free and the HN-factors $A_{i}$ of $F(E)$ satisfy $\lambda\left(A_{i}\right) \leq \phi$.

In each of these cases we assume that the condition on the $H N$-factors is automatic if $F(E)=0$.

Lemma 4.7.25. If for $(X \xrightarrow{f} Y) \in \mathcal{A}^{\uparrow}$ the functor $\mathbb{K}$ exists and $\mathbb{K}(X \xrightarrow{f}$ $Y) \in \mathcal{A}$, then and only then $f$ is an epimorphism in $\mathcal{A}$.

Proof. The assumption $\mathbb{K}(X \xrightarrow{f} Y) \in \mathcal{A}$ provides that all objects in the exact triangle

$$
\begin{equation*}
\mathbb{K}(X \xrightarrow{f} Y) \rightarrow X \xrightarrow{f} Y \xrightarrow{+} \tag{4.37}
\end{equation*}
$$

are in $\mathcal{A}$. Therefore 4.37 provides us with the short exact sequence

$$
0 \rightarrow \mathbb{K}(X \xrightarrow{f} Y) \rightarrow X \xrightarrow{f} Y \rightarrow 0
$$

in $\mathcal{A}$, making $f$ an epimorphism.
If, on the other hand, $f$ is an epimorphism, then

$$
\operatorname{ker}(X \xrightarrow{f} Y) \rightarrow X \xrightarrow{f} Y \xrightarrow{+}
$$

is an exact triangle, providing $\mathbb{K}(X \xrightarrow{f} Y) \cong \operatorname{ker}(X \xrightarrow{f} Y) \in \mathcal{A}$.
Remark 4.7.26. We obtain the analogous statement for $f$ a monomorphism and $\mathbb{K}(X \xrightarrow{f} Y)[1] \in \mathcal{A}$.

We are going to use the following fact throughout the subsection.
Lemma 4.7.27. For any $E \in \mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve, we have that $\lambda_{1}(E)=0$ implies $E \in \mathcal{F}$.

Proof. Assuming $\lambda_{1}(E)=0$, any subobject $S$ of $E$ fulfils $\lambda_{1}(S)=0$. This implies, that every HNF-factor $H$ of $E$ must fulfil $\lambda_{1}(H)=0$ too. Therefore $Z(H)=i \operatorname{rank}\left(\rho_{2}(H)\right)$ which gives $\lambda(H)=1 / 2 \leq 3 / 4=\phi$. Therefore, by definition 4.7.24, we have $E \in \mathcal{F}$.

Remark 4.7.28. We therefore obtain an equivalent definition to the one of definition 4.7.24, given by $E \in \mathcal{F}$ if $\lambda_{1}(E)$ is torsion-free and the HN-factors $A_{i}$ of $F(E)$ satisfy $\lambda\left(A_{i}\right) \leq \phi$ or if $\lambda_{1}(E)=0$.

Lemma 4.7.29. The subcategories $(\mathcal{T}, \mathcal{F})$ from definition 4.7.24 form a torsion pair on $\mathcal{A}^{\uparrow}$.

Proof. At first we prove the Hom-vanishing of definition 4.7.1. We will demonstrate that $\operatorname{Hom}_{\mathcal{A}^{\uparrow}}(E, F)=0$ for $E \in \mathcal{T}$ and $F \in \mathcal{F}$ if $E, F$ torsionfree. It suffices to prove this under the additional assumption that $E, F$ are $\lambda$-semistable as the result follows then via the $H N F$. We hence have $\lambda(U) \leq$ $\lambda(E)$ for any subobject $U \hookrightarrow E$ with $Z(U) \neq 0$ by definition of $\lambda$-stability. By lemma 4.7.14 we now too obtain $\lambda(V) \geq \lambda(E)$ for any quotient $E \rightarrow V$ of $E$ with $Z(E) \neq 0$. For $\xi: E \rightarrow F$ we obtain $E \rightarrow \operatorname{im}(\xi)$ and $\operatorname{im}(\xi) \hookrightarrow F$. Hence $\xi=0$ as otherwise $\operatorname{im}(\xi) \neq 0$ and since $\operatorname{im}(\xi) \subset F$ is torsion-free, $\lambda(\operatorname{im}(\xi))$ is defined and from $E \rightarrow \operatorname{im}(\xi)$ we obtain $\lambda(E) \leq \lambda(\operatorname{im}(\xi))$ as well as $\lambda(\operatorname{im}(\xi)) \leq \lambda(F)$ such that

$$
\lambda(E) \leq \lambda(\operatorname{im}(\xi)) \leq \lambda(F)<\lambda(E)
$$

where $\lambda(F)<\lambda(E)$ is given by $E, F$ torsion-free and $E \in \mathcal{T}, F \in \mathcal{F}$.
If we drop the assumption of $E, F$ torsion-free, consider for an object $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{T}$ and $G=G_{1} \rightarrow G_{2} \in \mathcal{F}$, the short exact sequences

$$
0 \rightarrow T(E) \rightarrow E \rightarrow F(E) \rightarrow 0
$$

and

$$
0 \rightarrow T(G) \rightarrow G \rightarrow F(G) \rightarrow 0
$$

provided by lemma 4.7.22. The definition of $\mathcal{F}$ provides $F(G) \in \mathcal{F}$ and $\lambda_{1}(G)$ torsion-free, which implies $\lambda_{1}(T(G))=0$. Therefore we only have to consider the case where $G=(0 \rightarrow H)$ with $H \in \mathcal{A}$ and the case where $G_{1}, G_{2}$ are torsion-free.

Assuming $G_{1}$ and $G_{2}$ to be torsion-free and hence $G_{1} \rightarrow G_{2} \in \mathcal{F}$, we see that $\operatorname{Hom}_{\mathcal{A}^{\uparrow}}(F(E), G)=0$ since $\lambda_{-}(F(E))>\lambda_{+}(G)$. Since we too have $\operatorname{Hom}_{\mathcal{A} \uparrow}(T(E), G)=0$ provided by the fact that $G$ is torsion-free, we now obtain $\operatorname{Hom}_{\mathcal{A}^{\uparrow}}(E, G)=0$.

If, on the other hand, $G=(0 \rightarrow H)$, we obtain

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(E, G)=\operatorname{Hom}_{\mathcal{D} \uparrow}\left(E, i_{2}\left(\rho_{2}(G)\right)\right)=\operatorname{Hom}_{\mathcal{D}}\left(\mathbb{K}(E)[1], \rho_{2}(G)\right) \\
=\operatorname{Hom}_{\mathcal{D}}\left(\mathbb{K}(E), \rho_{2}(G)[-1]\right) \subset \operatorname{Hom}_{\mathcal{D}}(\mathcal{A}, \mathcal{A}[-1])=0 .
\end{array}
$$

As a result of the consideration these two cases we obtain $\operatorname{Hom}_{\mathcal{D} \uparrow}(E, G)=0$.
We now have to find the short exact sequence from definition 4.7.1 for an arbitrary $E \in \mathcal{A}$. We will use that - by the slope phase correspondence (lemma 2.4.8) - any non-zero $E \in \mathcal{T}$ satisfies

$$
\frac{-\Re(Z(F(E)))}{\Im(Z(F(E)))}=\frac{-D_{1} d_{1}-\left(C_{1}-1\right) r_{1}}{r_{1}+r_{2}}>-\cot (3 \pi / 4)=1
$$

or, in other words,

$$
\begin{equation*}
-D_{1} d_{1}-C_{1} r_{1}-r_{2}>0 \tag{4.38}
\end{equation*}
$$

where $d_{i}=\operatorname{deg}\left(F(E)_{i}\right)$ and $r_{i}=\operatorname{rank}\left(F(E)_{i}\right)$ for $i \in\{1,2\}$.
We will first prove the existence of the short exact sequence from definition 4.7 .1 for a torsion-free object $E$. By 4.7.20, there is a short exact sequence $0 \rightarrow \widetilde{T} \rightarrow E \rightarrow \widetilde{F} \rightarrow 0$, with $\widetilde{T}$ torsion-free such that $\lambda_{-}(\widetilde{T})>3 / 4$ and $\widetilde{F}=F_{1} \xrightarrow{f^{\prime}} F_{2} \in \mathcal{F}$ is also torsion-free and $\lambda_{+}(\widetilde{F}) \leq 3 / 4$. At first we will prove that if $\widetilde{T}=T_{1} \xrightarrow{t^{\prime}} T_{2}$ is not surjective, then $\operatorname{coker}\left(t^{\prime}\right)$ is a torsion sheaf. By lemma 4.7.20, it suffices to prove the statement for a $\lambda$-semistable object $\widetilde{T}$ with $\lambda(T)>3 / 4$. If $\operatorname{coker}\left(t^{\prime}\right) \neq 0$, then we also have $t^{\prime} \neq 0$, because, as $T_{2} \neq 0$ for $t^{\prime}$ not surjective, $t^{\prime}=0$ would yield that $0 \rightarrow T_{2}$ is a subobject and a quotient of $\widetilde{T}$, which, by the $\lambda$-semistability of $\widetilde{T}$ and lemma 4.7.17 would imply $\lambda(\widetilde{T}) \leq \lambda\left(0 \rightarrow T_{2}\right)=1 / 2<3 / 4<\lambda(\widetilde{T})$. This is a contradiction. Now, this implies $\operatorname{im}\left(t^{\prime}\right), \operatorname{coker}\left(t^{\prime}\right) \neq 0$, and as a consequence we obtain the morphisms

in $\mathcal{A}^{\uparrow}$. Now, if $\operatorname{rank}\left(\operatorname{coker}\left(t^{\prime}\right)\right)>0$, then by $\lambda$-semistability of $\widetilde{T}$, we obtain via $T_{2} \rightarrow \operatorname{coker}\left(t^{\prime}\right) \rightarrow F\left(\operatorname{coker}\left(t^{\prime}\right)\right)$ that


We use lemma 4.7.17 once again to see that $\lambda(\widetilde{T}) \leq 1 / 2<3 / 4<\lambda(\widetilde{T})$, which gives us a contradiction. Therefore, we have that $\operatorname{coker}\left(t^{\prime}\right)$ is a torsion sheaf.

Now, consider the short exact sequence


We will prove $T^{\prime}=T_{1} \xrightarrow{t^{\prime}} \operatorname{im}\left(t^{\prime}\right) \in \mathcal{T}$, which means proving the condition on the $\lambda$-semistable factors of $T_{1} \xrightarrow{t^{\prime}} \operatorname{im}\left(t^{\prime}\right) \in \mathcal{T}$. Let us consider the last short exact sequence in its HN-decomposition $0 \rightarrow S \rightarrow T^{\prime} \rightarrow A \rightarrow 0$ with $A=A_{1} \rightarrow A_{2} \lambda$-semistable and torsion-free. We want to show that $\lambda(A)>3 / 4$. Note that $S$ is also a subobject of $\widetilde{T}$, as a consequence we consider the short exact sequence $0 \rightarrow S \rightarrow \widetilde{T} \rightarrow \widetilde{T} / S \rightarrow 0$. We have that $\widetilde{T} / S$ is a quotient of $\widetilde{T}$ and therefore $\lambda(F(\widetilde{T} / S))>3 / 4$ by lemma 4.7.17, such that we obtain $3 / 4<\lambda(F(\widetilde{T} / S))=\lambda(A)$ via the fact that $\lambda_{1}(\widetilde{T} / S)=\lambda_{1}(A)$ and $\operatorname{rank}\left(\rho_{2}(\widetilde{T} / S)\right)=\operatorname{rank}\left(\rho_{2}(A)\right)$ provided by $\operatorname{coker}\left(t^{\prime}\right)$ torsion. Therefore, we have $T_{1} \xrightarrow{t^{\prime}} \operatorname{im}\left(t^{\prime}\right) \in \mathcal{T}$ by lemma 4.7.25. Moreover, we prove that $\widetilde{F}$ is the torsion-free part of $F_{1} \xrightarrow{f^{\prime}} F_{2}^{\prime}$ by considering the diagram

where $i$ is the canonical embedding of the image. Applying the snake lemma we obtain the exact sequence

$$
0 \rightarrow \operatorname{coker}\left(t^{\prime}\right) \rightarrow F_{2}^{\prime} \xrightarrow{\alpha} F_{2} \rightarrow 0 .
$$

Since $F_{2}$ torsion-free and $\operatorname{coker}\left(t^{\prime}\right)$ either torsion or 0 , we obtain $F\left(F_{2}^{\prime}\right)=$ $F_{2}$ and $T\left(F_{2}^{\prime}\right)=\operatorname{coker}\left(t^{\prime}\right)$. This implies that $F_{1} \xrightarrow{f^{\prime}} F_{2}^{\prime} \in \mathcal{F}$. Therefore, if $E_{1} \rightarrow E_{2}$ is torsion-free, the triangle (4.39) gives us the decomposition of $E$ in $(\mathcal{T}, \mathcal{F})$.

We are now in a position to prove the existence of the short exact sequence from definition 4.7.1 for an arbitrary $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{A}$. Our main tool is the snake lemma. Consider the short exact sequence

$$
0 \rightarrow T(E) \rightarrow E \rightarrow F(E) \rightarrow 0
$$

from lemma 4.7.22, We obtain the commutative diagram

with exact rows and columns in $\mathcal{A}^{\uparrow}$, where $T^{\prime} \in \mathcal{T}, F^{\prime} \in \mathcal{F}$. The object $\widetilde{E}=\widetilde{E}_{1} \xrightarrow{\widetilde{q}} \widetilde{E}_{2}$ is the fibre-product of $E$ and $T^{\prime}$ over $F(E)$ such that the exactness of

$$
0 \rightarrow T(E) \rightarrow E \rightarrow F(E) \rightarrow 0
$$

provides the morphism $T(E) \rightarrow \widetilde{E}$ and subsequently the exactness of

$$
0 \rightarrow T(E) \rightarrow \widetilde{E} \rightarrow T^{\prime} \rightarrow 0 .
$$

The snake lemma then provides the exactness of

$$
0 \rightarrow \widetilde{E} \xrightarrow{c} E \rightarrow E / \widetilde{E} \rightarrow 0
$$

as well as $E / \widetilde{E} \cong F^{\prime}$. Now define $\widetilde{T}=\widetilde{E}_{1} \xrightarrow{\widetilde{\varphi}} \operatorname{im}(\widetilde{\varphi})$ and $\widetilde{F}=\widetilde{E} / \widetilde{T}=0 \rightarrow$ $\operatorname{coker}(\widetilde{\varphi})$, which means that

$$
\begin{equation*}
0 \rightarrow \widetilde{T} \rightarrow \widetilde{E} \rightarrow \widetilde{F} \rightarrow 0 \tag{4.41}
\end{equation*}
$$

is exact. We will now prove that $\widetilde{T} \in \mathcal{T}$. Consider the diagram

of exact sequences in $\mathcal{A}^{\uparrow}$, where we obtain $\alpha, \beta$ via the fact that $T, F$ are functors. By the snake lemma we obtain the exact sequence

$$
\begin{equation*}
0 \rightarrow \operatorname{ker}(\beta) \xrightarrow{l} \operatorname{coker}(\alpha) \xrightarrow{m} \widetilde{F} \xrightarrow{n} \operatorname{coker}(\beta) \rightarrow 0 . \tag{4.43}
\end{equation*}
$$

Since $\operatorname{ker}(\beta)$ is torsion-free and $\operatorname{coker}(\alpha)$ is torsion we obtain $l=0$. The snake lemma provides us with the key diagram

with exact rows and columns - note that the surjectivity of $t^{\prime}$ is provided by $T^{\prime} \in \mathcal{T}$. Since $a_{1}, a_{2}$ and hence $a_{2} \circ a_{1}$ is surjective, so is $a_{4} \circ a_{3}$. Now, letting $b_{2}: \widetilde{E} \rightarrow \widetilde{F}$ be the morphism provided by (4.41) we see from $\rho_{2}(\widetilde{T})=\operatorname{im}(\widetilde{\varphi})$ that $\rho_{2}^{\mathcal{A}}\left(b_{2} \circ b_{1}\right)=a_{4} \circ a_{3}$ making $\rho_{2}^{\mathcal{A}}\left(b_{2} \circ b_{1}\right)$ surjective. Since $\widetilde{F}_{1}=\widetilde{E}_{1} / \widetilde{E}_{1}=0$, we also obtain $\lambda_{1}^{\mathcal{A}}\left(b_{2} \circ b_{1}\right)$ and therefore $b_{2} \circ b_{1}$ surjective. The canonical morphism $T(E) \xrightarrow{\eta} \operatorname{coker}(\alpha)$ fulfils $m \circ \eta=b_{2} \circ b_{1}$, we obtain that $m$ is surjective. This gives $n=0$.

Now we obtain from the exactness of (4.43) combined with $l=0$ that $\operatorname{ker}(\beta)=0$ and with $n=0$ that $\operatorname{coker}(\beta)=0$ as well. Hence, $\beta$ is an isomorphism, providing us with $F(\widetilde{T}) \cong T^{\prime} \in \mathcal{T}$. Since $F(\widetilde{T}) \in \mathcal{T}$, the condition on the HN-factors of $\widetilde{T}$ is met by definition. Since moreover $\widetilde{E}_{1} \xrightarrow{\widetilde{\varphi}}$ $\operatorname{im}(\widetilde{\varphi})$ is clearly surjective, we obtain $\widetilde{T} \in \mathcal{T}$.

It is now our task to prove the existence of an $\widetilde{F}^{\prime} \in \mathcal{F}$ such that

$$
0 \rightarrow T \rightarrow E \rightarrow \widetilde{F}^{\prime} \rightarrow 0
$$

is exact. The surjectivity of $a_{4} \circ a_{3}$ in (4.44) provides us with an additional fact - since $T(E)_{2}$ is by definition a torsion sheaf, so is coker $(\widetilde{\varphi})$. Hence, by definition of $\mathcal{T}, \widetilde{F}=(0 \rightarrow \operatorname{coker}(\widetilde{\varphi}))$. From the application of the snake lemma to the commutative diagram

of exact sequences (where $\widetilde{F}^{\prime}=E / \widetilde{T}$ and $\gamma$ is provided by [32, Section 1.1, (TR3)]), we obtain $\operatorname{coker}(c)=\operatorname{coker}(\gamma)$. Moreover, we have $\operatorname{coker}(c) \cong F^{\prime}$ by (4.40) and therefore $F^{\prime}=\operatorname{coker}(\gamma)$. Since $F^{\prime} \in \mathcal{F}$, we have that $\lambda_{1}\left(F^{\prime}\right)$ is torsion-free. Now, as $\lambda_{1}(\widetilde{F})=0$ we have $\lambda_{1}\left(\widetilde{F}^{\prime}\right) \cong \lambda_{1}\left(F^{\prime}\right)$ and therefore
$\lambda_{1}\left(\widetilde{F}^{\prime}\right)$ torsion-free. Since, moreover, $\widetilde{F}$ is torsion, we have $F\left(\widetilde{F}^{\prime}\right)=F\left(F^{\prime}\right)$ which implies that the condition on the Harder-Narashiman factors is met. Therefore, we obtain $\widetilde{F}^{\prime} \in \mathcal{F}$ and the proof is finished.

Lemma 4.7.30. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. The set
$\mathcal{H}\left(C_{1}, D_{1}\right)=\left\{E \in \mathcal{D}^{\uparrow} \mid H^{i}(E)=0\right.$ if $i \notin\{1,0\}, H^{1}(E) \in \mathcal{T}$ and $\left.H^{0}(E) \in \mathcal{F}\right\}$
is the heart of a bounded t-structure on $\mathcal{D}^{\uparrow}$.
Proof. This follows from the combination of lemmas 4.7.7, 4.7.29 and the application of the shift-functor to the resulting heart.

We complete the data that we need for a stability condition.
Lemma 4.7.31. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. Let $M=$ $\left[\begin{array}{ll}-A_{1} & B_{1} \\ -D_{1} & C_{1}\end{array}\right], \operatorname{det}(M)>0, \operatorname{det}(M+I)>0, A_{1}, B_{1} \in \mathbb{R}$ and $C_{1}, D_{1}$ are the same as in definition 4.7.11. The group homomorphism $Z: \mathbb{Z}^{4} \rightarrow \mathbb{C}$

$$
\begin{aligned}
& Z(Y)=A_{1} \operatorname{deg}\left(\lambda_{1}(Y)\right)+B_{1} \operatorname{rank}\left(\lambda_{1}(Y)\right)-\operatorname{deg}\left(\rho_{2}(Y)\right) \\
& \quad+i\left(D_{1} \operatorname{deg}\left(\lambda_{1}(Y)\right)+C_{1} \operatorname{rank}\left(\lambda_{1}(Y)\right)+\operatorname{rank}\left(\rho_{2}(Y)\right)\right)
\end{aligned}
$$

is a stability function on $\mathcal{H}\left(C_{1}, D_{1}\right)$.
Proof. We need to prove that the image of $E \in \mathcal{H}\left(C_{1}, D_{1}\right)$ under $Z$ lies in the strict upper half plane $\mathbb{H} \cup \mathbb{R}_{<0}$. By virtue of lemma 4.7.9 we let $E \in \mathcal{T}$ and consider the short exact sequence $0 \rightarrow T(E) \rightarrow E \rightarrow F(E) \rightarrow 0$, where $F(E) \in \mathcal{T}$. Indeed, because of the right exactness of coker $(-)$ we obtain that $\mathbb{K}(E) \in \operatorname{Coh}(C)$ implies that $\mathbb{K}(F(E)) \in \operatorname{Coh}(C)$.

We prove now that $Z(E[-1]) \in \mathbb{H} \cup \mathbb{R}_{<0}$. To that end, we will first show that $Z(F(E)[-1]) \in \mathbb{H} \cup \mathbb{R}_{<0}$. We only need to prove this for $F(E)$ $\lambda$-semistable - it is seen from the fact that 4.38 holds for $F(E)$, which implies that we obtain $\Im(Z(F) E)[-1]))>0$. Additionally we see that $Z(T(E)[-1]) \in \mathbb{H} \cup \mathbb{R}_{<0}$. Indeed, as $\operatorname{rank}\left(T(E)_{1}\right)=\operatorname{rank}\left(T(E)_{2}\right)=0$, then $\operatorname{deg}\left(T(E)_{1}\right) \geq 0$. If $T(E)_{1} \neq 0$ we have $\operatorname{deg}\left(T(E)_{1}\right)>0$ and moreover that $\Im\left(Z((T(E)[-1]))=-\operatorname{deg}\left(T(E)_{1}\right) D_{1}>0\right.$, since $D_{1}<0$. If $\operatorname{deg}\left(T(E)_{1}\right)=0$ then $T\left(E_{1}\right)=0$, and $F\left(E_{1}\right) \cong E_{1}$, thus $\Im\left(Z_{r}(F(E)[-1])\right)=\Im Z(E[-1])>0$. Since $Z$ is additive with respect to short exact sequences, we obtain that $Z(E[-1]) \in \mathbb{H} \cup \mathbb{R}_{<0}$.

We now show that $Z(E) \in \mathbb{H} \cup \mathbb{R}_{<0}$ holds for $E \in \mathcal{F}$ as well. As $\lambda_{1}(E)$ is a torsion-free sheaf, we have $\lambda_{1}(T(E))=0$ and therefore $T(E)=0 \rightarrow T(E)_{2}$, where $T(E)_{2}$ is a torsion sheaf. By lemma 4.7.27, $T(E) \in \mathcal{F}$ and $F(E) \in \mathcal{F}$,
which means that we only have to prove the statement for $T(E)$ and $F(E)$. Clearly $Z(T(E))=-\operatorname{deg}\left(T(E)_{2}\right)<0$, as $T(E)_{2}$ is a torsion sheaf, or, if $\operatorname{deg}\left(T(E)_{2}\right)=0$, we have $E \cong F(E)$ anyway.

Now consider $\lambda$-semistable $F(E)=F(E)_{1} \xrightarrow{f} F(E)_{2} \in \mathcal{F}$. If $\lambda(F(E))<$ $3 / 4$, then we obtain $D_{1}\left(\operatorname{deg}\left(F(E)_{1}\right)\right)+C_{1}\left(\operatorname{rank}\left(F(E)_{1}\right)\right)+\operatorname{rank}(F(E))_{2}>$ 0 in analogy to (4.38) and $Z(E)$ lies in $\mathbb{H} \cup \mathbb{R}_{<0}$. We therefore have to consider the case where $\lambda(F(E))=3 / 4$, in other words where we now have the equation $D_{1}\left(\operatorname{deg}\left(F(E)_{1}\right)\right)+C_{1}\left(\operatorname{rank}\left(F(E)_{1}\right)\right)+\operatorname{rank}(F(E))_{2}=0$ for a $\lambda$-semistable object $F(E)$. We set $\operatorname{deg}(F(E))_{i}=d_{i}$ and $\operatorname{rank}(F(E))_{i}=r_{i}$ and aim to prove that $A_{1} d_{1}+B_{1} r_{1}-d_{2}<0$. First note that if $F(E)_{1}=0$, then $0=D_{1} d_{1}+r_{1} C_{1}+r_{2}=r_{2}$ which implies $F(E)=0$. If $F(E)_{2}=0$, then $D_{1} d_{1}+r_{1} C_{1}=0$ and $A_{1} d_{1}+B_{1} r_{1}-d_{2}=A_{1} d_{1}+B_{1} r_{1}<0$ given by the condition $\operatorname{det}(M)>0$.

Therefore, we must now conduct our proof for $F(E)_{1}$ and $F(E)_{2} \neq 0$. However, this implies $\operatorname{rank}(\operatorname{coker}(f))=0$. To see this, consider the short exact sequence


If $\operatorname{rank}(\operatorname{coker}(f)) \neq 0$, then by lemma 2.4 .22 and by the $\lambda$-semistability of $F(E)$, we obtain the contradiction $3 / 4=\lambda(F(E)) \leq 1 / 2$. This implies on one hand that $\lambda\left(F(E)_{1} \rightarrow \operatorname{im}(f)\right)=\lambda(F(E))$ which gives $E_{1} \rightarrow \operatorname{im}(f) \in$ $\mathcal{F}$ since $E_{1} \rightarrow \operatorname{im}(f) \in \mathcal{F}$ is a subobject of $F(E)$ and on the other hand that $[F(E)]=\left[F(E)_{1} \rightarrow \operatorname{im}(f)\right]+\left(0,0,0, d_{2}^{\prime \prime}\right)$ in the numerical Grothendieck group, where $d_{2}^{\prime \prime}=\operatorname{deg}(\operatorname{coker}(f)) \geq 0$. If we let $d_{1}^{\prime \prime}=\operatorname{deg}(\operatorname{im}(f))$, we see that

$$
A_{1} d_{1}+B_{1} r_{1}-d_{2}=A_{1} d_{1}+B_{1} r_{1}-d_{1}^{\prime \prime}-d_{2}^{\prime \prime} \leq A_{1} d_{1}+B_{1} r_{1}-d_{1}^{\prime \prime}
$$

and can therefore reduce our investigation to objects $F(E)_{1} \xrightarrow{f} F\left(E_{2}\right) \in \mathcal{F}$ with $\operatorname{coker}(f)=0$. In other words, we have $F(E)=F(E)_{1} \rightarrow F(E)_{2}$ and hence obtain $r_{1}=\operatorname{rank}\left(F(E)_{1}\right) \geq \operatorname{rank}\left(F(E)_{2}\right)=r_{2}$.

Since $K=i_{1}(\mathbb{K}(F(E)))=\operatorname{ker}(f) \rightarrow 0$ is a subobject of $F(E)$ in $\mathcal{A}^{\uparrow}$ and $\mathcal{F}$ is closed under subobjects by lemma 4.7.3, we see that $K \in \mathcal{F}$. Since $\left[i_{1}(\mathbb{K}(E))\right]=[K]=\left(r_{1}-r_{2}, d_{1}-d_{2}, 0,0\right)$, it follows from $K \in \mathcal{F}$ that $\Im(Z(K))=D_{1}\left(d_{1}-d_{2}\right)+C_{1}\left(r_{1}-r_{2}\right) \geq 0$ and hence that $-D_{1}\left(d_{1}-d_{2}\right)-$ $C_{1}\left(r_{1}-r_{2}\right) \leq 0$. Since $D_{1} d_{1}+r_{1} C_{1}+r_{2}=0$, we obtain $-D_{1}\left(d_{1}-d_{2}\right)-C_{1}\left(r_{1}-\right.$ $\left.r_{2}\right)+D_{1} d_{1}+r_{1} C_{1}+r_{2} \leq 0$ and therefore $D_{1} d_{2} \leq-\left(C_{1}+1\right) r_{2}$. Moreover,
$D_{1} d_{1}+r_{1} C_{1}+r_{2}=0$ obviously implies $d_{1}=\frac{r_{2}+C_{1} r_{1}}{-D_{1}}$ and we obtain

$$
A_{1} d_{1}+B_{1} r_{1}-d_{2}=\left(\frac{1}{-D_{1}}\right)\left(A_{1} r_{2}+r_{1} A_{1} C_{1}-r_{1} B_{1} D_{1}+D_{1} d_{2}\right)
$$

Since $-D_{1}>0$, we must show that $A_{1} r_{2}+r_{1} A_{1} C_{1}-r_{1} B_{1} D_{1}+D_{1} d_{2}<0$. We have

$$
\begin{aligned}
A_{1} r_{2}+r_{1} A_{1} C_{1}-r_{1} B_{1} D_{1}+D_{1} d_{2} & \leq A_{1} r_{2}+r_{1} A_{1} C_{1}-r_{1} B_{1} D_{1}-\left(C_{1}+1\right) r_{2} \\
& =r_{2}\left(A_{1}-C_{1}-1\right)-r_{1}(\operatorname{det}(M)) \\
& \leq r_{2}\left(A_{1}-C_{1}-1\right)-r_{2}(\operatorname{det}(M)) \\
& =r_{2}(-\operatorname{Tr}(M)-1-\operatorname{det}(M)) \\
& =r_{2}(-\operatorname{det}(M+I))<0,
\end{aligned}
$$

using that $-r_{1} \leq-r_{2}, \operatorname{det}(M)>0$ and $\operatorname{det}(M+I)>0$.
Since $Z$ is additive with respect to short exact sequences, we obtain that $Z(E) \in \mathbb{H} \cup \mathbb{R}_{<0}$ for $E \in \mathcal{F}$ and, since we have seen earlier that this holds true for $E \in \mathcal{T}[-1]$ also, we obtain $Z(E) \in \mathbb{H} \cup \mathbb{R}_{<0}$ for arbitrary $E \in$ $\mathcal{H}\left(C_{1}, D_{1}\right)$.

The following lemma is based on ideas of [17, Proposition 7.1].
Lemma 4.7.32. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. If we have $A_{1}, B_{1}, C_{1}, D_{1} \in \mathbb{Q}$ and $Z$ as in lemma 4.7.31. Then the pair $\left(Z, \mathcal{H}\left(C_{1}, D_{1}\right)\right)$ is a pre-stability condition on $\mathcal{D}^{\uparrow}$.

Proof. By [7, Proposition B.2], in order to see that the HN-property is fulfilled, we - on one hand - need to prove that $\left\{\Im(Z(E)) \mid E \in \mathcal{H}\left(C_{1}, D_{1}\right)\right\}$ is a discrete subgroup of $\mathbb{R}$. But since $C_{1}, D_{1} \in \mathbb{Q}$, we have $D_{1}=\frac{\alpha}{m}, C_{1}=\frac{\beta}{m}$ for $\alpha, \beta \in \mathbb{Z}$ and suitable $m \in \mathbb{Z}$. Therefore

$$
\begin{array}{r}
D_{1} \operatorname{deg}\left(\lambda_{1}(E)\right)+C_{1} \operatorname{rank}\left(\lambda_{1}(E)\right)+\operatorname{rank}\left(\rho_{2}(E)\right)= \\
\frac{\alpha \operatorname{deg}\left(\lambda_{1}(E)\right)+\beta \operatorname{rank}\left(\lambda_{1}(E)\right)+m \operatorname{rank}\left(\rho_{2}(E)\right)}{m}
\end{array}
$$

and since $\operatorname{deg}\left(\lambda_{1}(E)\right), \operatorname{rank}\left(\lambda_{1}(E)\right), \operatorname{rank}\left(\rho_{2}(E)\right) \in \mathbb{Z}$ we therefore obtain that $\alpha \operatorname{deg}\left(\lambda_{1}(E)\right)+\beta \operatorname{rank}\left(\lambda_{1}(E)\right)+m \operatorname{rank}\left(\rho_{2}(E)\right) \in \mathbb{Z}$. Hence, since $m$ is given by $C_{1}, D_{1}$ and therefore fixed, the subgroup $\{\Im(Z(E))\}$ is indeed discrete.

Moreover, we must prove for $E \in \mathcal{H}\left(C_{1}, D_{1}\right)$ and an ascending sequence

$$
0 \subset L_{1} \subset L_{2} \ldots \subset L_{i} \subset \ldots \subset E
$$

of subobjects of $E$, where $L_{i}$ belongs to the full subcategory $\mathcal{P}^{\prime}(1)$ of objects with phase one, the sequence stabilises (note that $\mathcal{P}^{\prime}(1)$ only becomes a slice
as a result of this lemma). To prove that the sequence stabilises, we show that $\mathcal{P}^{\prime}(1) \subset \mathcal{A}^{\uparrow}$ which is noetherian by lemma 2.2.2, giving the desired result. As $L_{i} \in \mathcal{H}\left(C_{1}, D_{1}\right)=\langle\mathcal{F}, \mathcal{T}[-1]\rangle$, applying lemma 4.7.9, we can use the exact sequence

$$
\begin{equation*}
0 \rightarrow F_{i} \rightarrow L_{i} \rightarrow T_{i}[-1] \rightarrow 0, \tag{4.45}
\end{equation*}
$$

with $F_{i} \in \mathcal{F}$ and $T_{i} \in \mathcal{T}$. Now, since $F_{i}$ and $T_{i}[-1]$ are in $\mathcal{H}\left(C_{1}, D_{1}\right)$, we obtain that $Z\left(F_{i}\right)$ and $Z\left(T_{i}[-1]\right)$ are in the upper half plane which provides $\Im Z\left(F_{i}\right) \geq 0$ and $\Im Z\left(T_{i}[-1]\right) \geq 0$. Since $\Im Z\left(L_{i}\right)=0$ we obtain $\Im Z\left(T_{i}[-1]\right)=$ 0 (and of course $\Im Z\left(F_{i}\right)=0$ also), by the exact sequence (4.45), which gives $T_{i}=0$. To see this use the torsion pair from lemma 4.7.22. Note that $\Im Z\left(T\left(T_{i}\right)\right) \leq 0$ with equality holding only if $T\left(T_{i}\right)=0$ and $\Im Z\left(F\left(T_{i}\right)\right) \leq 0$ with equality holding only if $F\left(T_{i}\right)=0$ provided by 4.38) since $F\left(T_{i}\right)$ is a quotient of $T_{i}$. This gives $\Im Z\left(T_{i}\right)<0$ and hence a contradiction, unless $T_{i}=0$. Therefore $\mathcal{P}^{\prime}(1) \subset \mathcal{F} \subset \mathcal{A}^{\uparrow}$, which finishes the proof.

Lemma 4.7.33. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. Let $\sigma=$ $\left(Z, \mathcal{H}\left(C_{1}, D_{1}\right)\right)$ be a pre-stability condition defined in 4.7.31. Then we obtain that $i_{1}(\mathbb{C}(x))[-1], \Delta(\mathbb{C}(x))[-1]$ and $i_{2}(\mathbb{C}(x))$ are in $\mathcal{H}\left(C_{1}, D_{1}\right)$ and $i_{2}(\mathbb{C}(x))$ is stable of phase one.

Proof. Since $Z\left(i_{2}(\mathbb{C}(x))\right)=-1$, and $i_{2}(\mathbb{C}(x))$ is a simple object in $\mathcal{F}$, $i_{2}(\mathbb{C}(x))$ is $\sigma$-stable of phase one. We have $i_{1}(\mathbb{C}(x))[-1], \Delta(\mathbb{C}(x))[-1] \in \mathcal{H}\left(C_{1}, D_{1}\right)$ by lemmas 4.7.7 and 4.7.9, since $i_{1}(\mathbb{C}(x)), \Delta(\mathbb{C}(x)) \in \mathcal{T}$.

We now define a torsion pair that we are going to need subsequently.
Lemma 4.7.34. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. The pair $\left(Z_{1}, \mathcal{A}\right)$ with $Z_{1}(E)=D_{1} \operatorname{deg}(E)+\left(C_{1}-1\right) \operatorname{rank}(E)+i \operatorname{rank}(E)$ for $C_{1}, D_{1}$ like in definition 4.7.11 is a stability condition on $\mathcal{D}$.

Proof. The corresponding Matrix is $\left(\begin{array}{cc}-D_{1} & C_{1}-1 \\ 0 & 1\end{array}\right)$ (and hence $\operatorname{det}(M)=$ $-D_{1}>0$ ) for which we choose the unique $f$ such that $f(0)=0$ providing us with an element $g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ which finishes the proof.

Definition 4.7.35. Let $\mathcal{A}=\operatorname{Coh}(C), \operatorname{Coh}(C)$ a smooth projective curve. Define $\mathcal{T}_{1}=\mathcal{P}_{1}\left(\frac{3}{4}, 1\right]$ and $\mathcal{F}_{1}=\mathcal{F}_{1}\left(0, \frac{3}{4}\right)$ where $\mathcal{P}_{1}$ is the slicing that corresponds to the stability condition $\left(Z_{1}, \mathcal{A}\right)$ with $Z_{1}(E)=D_{1} \operatorname{deg}(E)+\left(C_{1}-\right.$ 1) $\operatorname{rank}(E)+i \operatorname{rank}(E)$ for $C_{1}, D_{1}$ like in definition 4.7.11.

Remark 4.7.36. Note, that equivalently $B \in \mathcal{T}_{1}$ if the HN-factors of its torsion-free part with regard to $Z_{1}(E)=D_{1} \operatorname{deg}(E)+\left(C_{1}-1\right) \operatorname{rank}(E)+$
$i \operatorname{rank}(E)$ satisfy

$$
\frac{-\Re\left(Z_{1}(B)\right)}{\Im\left(Z_{1}(B)\right)}=\frac{-D_{1} \operatorname{deg}(B)-\left(C_{1}-1\right) \operatorname{rank}(B)}{\operatorname{rank}(B)}>-\cot (3 \pi / 4)=1
$$

and $B \in \mathcal{F}_{1}$ if it is a torsion-free sheaf, whose HN-factors satisfy

$$
\frac{-\Re\left(Z_{1}(B)\right)}{\Im\left(Z_{1}(B)\right)}=\frac{-D_{1} \operatorname{deg}\left(\lambda_{1}(B)\right)-\left(C_{1}-1\right) \operatorname{rank}\left(\lambda_{1}(B)\right)}{\operatorname{rank}\left(\lambda_{1}(B)\right)} \leq-\cot (3 \pi / 4)=1
$$

Lemma 4.7.37. The pair $\left(\mathcal{T}_{1}, \mathcal{F}_{1}\right)$ defined in 4.7.35 is a torsion pair on $\mathcal{A}$.
Proof. As mentioned in Remark 4.7.6, this is a standard-construction of torsion pair.

We use this to obtain the following important lemma after introducing new notation.

Definition 4.7.38. On $\mathcal{D}=\mathcal{D}^{b}(\mathcal{A})$ for $\mathcal{A}=\operatorname{Coh}(C), C$ a smooth projective curve, define $\mathcal{A}^{r}:=\mathcal{P}_{\mu}(r, r+1]$.
Lemma 4.7.39. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. We have that

$$
\begin{equation*}
i_{2}(\mathcal{A}) \subset \mathcal{H}\left(C_{1}, D_{1}\right), i_{1}\left(\mathcal{A}^{r}\right) \subset \mathcal{H}\left(C_{1}, D_{1}\right) \text { and } \Delta\left(\mathcal{A}^{r_{3}}\right) \subset \mathcal{H}\left(C_{1}, D_{1}\right) \tag{4.46}
\end{equation*}
$$

where $\cot (r \pi)=\frac{C_{1}}{D_{1}}, \cot \left(r_{3} \pi\right)=\frac{C_{1}+1}{D_{1}}$ with $r, r_{3} \in(-1,0)$ such that $\mathcal{A}^{r}=$ $\left\langle\mathcal{F}_{1}, \mathcal{T}_{1}[-1]\right\rangle$.

Proof. Since $\lambda_{1} \circ i_{2}=0$ we have $i_{2}(\mathcal{A}) \subset \mathcal{F} \subset \mathcal{H}\left(C_{1}, D_{1}\right)$ by lemma 4.7.27.
The strategy to prove that both other inclusions hold is to make use of the torsion-pair defined in 4.7.35. We will prove $i_{1}\left(\mathcal{T}_{1}\right) \subset \mathcal{T}$ as well as $i_{1}\left(\mathcal{F}_{1}\right) \in \mathcal{F}$. We proceed similarly for $\Delta\left(\mathcal{A}^{r}\right) \subset \mathcal{H}\left(C_{1}, D_{1}\right)$, using a torsion pair analogous to $\left(\mathcal{T}_{1}, \mathcal{F}_{1}\right)$ (the corresponding matrix is now $\left(\begin{array}{cc}-D_{1} & C_{1}-1 \\ 0 & 2\end{array}\right)$ ).

To see that $i_{1}\left(\mathcal{A}^{r}\right) \subset \mathcal{H}\left(C_{1}, D_{1}\right)$, let $E \in \mathcal{A}^{r}$ be a $\mu$-semistable object. Without loss of generality we may assume $E$ to be torsion-free as otherwise we would simply work with $F\left(i_{1}(E)\right.$ ). If $i_{1}(E)$ had a $\lambda$-destabilising subobject $S$, we would obtain

$$
\frac{-D_{1} \operatorname{deg}(E)-\left(C_{1}-1\right) \operatorname{rank}(E)}{\operatorname{rank}(E)}<\frac{-D_{1} \operatorname{deg}(S)-\left(C_{1}-1\right) \operatorname{rank}(S)}{\operatorname{rank}(S)}
$$

and since $-D_{1}>0$, hence

$$
\frac{\operatorname{deg}(E)}{\operatorname{rank}(E)}<\frac{\operatorname{deg}(F)}{\operatorname{rank}(F)}
$$

which provides a contradiction implying that $i_{1}(E)$ is $\lambda$-semistable also. Moreover, since $Z_{1}$ of definition 4.7 .35 fulfils $Z_{1}=Z_{\lambda} \circ i_{1}, E \in \mathcal{P}_{1}(t)$ implies $\lambda\left(i_{1}(E)\right)=t$.

If $A \in \mathcal{T}_{1}$, note that $\mathbb{K}\left(i_{1}(A)\right)=A \in \mathcal{A}$. Now consider its HNF $A_{1}, \ldots, A_{n}$. Since $A_{1}, \ldots, A_{n}$ are $\mu$-semistable and in $\mathcal{T}_{1}$ we have $A_{1}, \ldots, A_{n} \in$ $\mathcal{P}_{1}\left(\frac{3}{4}, 1\right]$ and hence $\lambda\left(i_{1}\left(A_{1}\right)\right), \ldots, \lambda\left(i_{1}\left(A_{n}\right)\right) \in\left(\frac{3}{4}, 1\right]$. Since $A_{1}, \ldots, A_{n}$ are also torsion-free However, $\mathcal{T}$ is extension closed and we obtain $A \in\left\langle A_{1}, \ldots, A_{n}\right\rangle \subset$ $\mathcal{T}$.

Let now $A \in \mathcal{F}_{1}$. Since $\mathcal{P}_{1}(1) \subset \mathcal{T}_{1}$ in $\mathcal{A}$, the torsion-free criterion on the objects in $i_{1}\left(\mathcal{F}_{1}\right)$ is fulfilled - if $A=\lambda_{1}\left(i_{1}(A)\right)$ was not torsion-free, then there would be a non-zero morphism from a torsion subobject $S \in \mathcal{P}_{1} \in \mathcal{T}_{1}$ onto $A \in \mathcal{F}_{1}$ which is impossible. Now consider the HNF $A_{1}, \ldots, A_{n}$ of $A$ and repeat the argument used in the case of $\mathcal{T}_{1}$.

Therefore we obtain $i_{1}\left(\mathcal{T}_{1}\right) \subset \mathcal{T}$ and $i_{1}\left(\mathcal{F}_{1}\right) \subset \mathcal{F}$. This implies $i_{1}\left(\mathcal{A}^{r}\right) \subset$ $\mathcal{H}\left(C_{1}, D_{1}\right)$.

To see that $\Delta\left(\mathcal{A}^{r_{3}}\right) \subset \mathcal{H}\left(C_{1}, D_{1}\right)$, we consider a torsion pair given by $\left(\mathcal{T}_{3}, \mathcal{F}_{3}\right)=\left(\mathcal{P}\left(r_{3}+1,1\right], \mathcal{P}\left(0, r_{3}+1\right]\right), \phi \in \mathbb{R}$ on $\mathcal{A}$, such that $\mathcal{A}^{r_{3}}=\left\langle\mathcal{F}_{3}, \mathcal{T}_{3}[-1]\right\rangle$. Let $E \in \mathcal{A}^{r_{3}}$ be a $\mu$-semistable object. Note that we can assume $\mu$-semistability without loss of generality because otherwise we only consider its last or, respectively, its first HN-factor. We can additionally assume $E$ to be torsionfree as otherwise we simply work with $F(\Delta(E))$. We have that $\mathbb{K}(\Delta(E))=$ $0 \in \mathcal{A}$. Let $A_{m}$ be the last factor in the $\lambda$-HNF of $\Delta(E)$. We need to prove that $\lambda_{-}(\Delta(E))=\lambda\left(A_{m}\right)>3 / 4$, that is $-D_{1} d_{1}^{\prime}-C_{1} r_{1}^{\prime}-r_{2}^{\prime}>0$ (see (4.38)) where $\operatorname{rank}\left(\left(A_{m}\right)_{i}\right)=r_{i}^{\prime}$ and $\operatorname{deg}\left(\left(A_{m}\right)_{i}\right)=d_{i}^{\prime}$ with $A_{m}=\left(A_{m}\right)_{1} \rightarrow\left(A_{m}\right)_{2}$. Note that the surjectivity is provided by the fact that $A_{m}$ is a quotient of $\Delta(E)$. Since $A_{m}$ being a quotient of $\Delta(E)$ also implies $\lambda_{1}(\Delta(E)) \rightarrow\left(A_{m}\right)_{1}$, we obtain from the $\mu$-stability of $\lambda_{1}(\Delta(E))$ that

$$
\frac{d_{1}^{\prime}}{r_{1}^{\prime}}=\mu\left(\left(A_{m}\right)_{1}\right) \geq \mu\left(\lambda_{1}(\Delta(E))\right)=\frac{\operatorname{deg}\left(\lambda_{1}(\Delta(E))\right)}{\operatorname{rank}\left(\lambda_{1}(\Delta(E))\right)}
$$

which, in combination with the fact that $\Delta(E) \in \Delta\left(\mathcal{T}_{3}\right)$ and we therefore obtain $\lambda_{1}(\Delta(E)) \in \mathcal{T}_{3}$, provides

$$
\frac{-D_{1} d_{1}^{\prime}-C_{1} r_{1}^{\prime}}{r_{1}^{\prime}} \geq \frac{-D_{1} \operatorname{deg}\left(\lambda_{1}(\Delta(E))\right)-C_{1} \operatorname{rank}\left(\lambda_{1}(\Delta(E))\right)}{\operatorname{rank}\left(\lambda_{1}(\Delta(E))\right)}>1
$$

via $\frac{d_{1}}{r_{1}}>-\frac{C_{1}+1}{D_{1}}$. This gives $-D_{1} d_{1}^{\prime}-C_{1} r_{1}^{\prime}-r_{1}^{\prime}>0$ and since $\left(A_{m}\right)_{1} \rightarrow\left(A_{m}\right)_{2}$ implies $r_{1}^{\prime} \geq r_{2}^{\prime}$, we conclude

$$
-D_{1} d_{1}^{\prime}-C_{1} r_{1}^{\prime}-r_{2}^{\prime} \geq-D_{1} d_{1}^{\prime}-C_{1} r_{1}^{\prime}-r_{1}>0
$$

Hence, $\Delta\left(\mathcal{T}_{3}\right) \in \mathcal{T}$ and similarly, now using the first semistable quotient $A_{1}$ in the HNF of $E$ which - since it is the first quotient - is also a subobject of $\Delta(E)$, we obtain $\Delta\left(\mathcal{F}_{3}\right) \subset \mathcal{F}$ which, as before, finishes the proof.

### 4.8 Pre-stability conditions in $\Theta_{12}$

This subsection aims to introduce the important result that pre-stability conditions in $\sigma \in \Theta_{i j}$ are always constructed by CP-gluing using one of the semiorthogonal decompositions $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle,\left\langle, \mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle,\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ or by tilting in the sense of lemma 4.7 .31 up to the $\mathrm{GL}_{2}^{+}(\mathbb{R})$-action. We will establish theorem 4.8.36 via the investigation of $\Theta_{12}$.

We first characterise the hearts of the pre-stability conditions in terms of the stability of the skyscraper sheaves, by studying pre-stability conditions satisfying that one of the three embeddings of the skyscraper is stable of phase one. We then distinguish between the case where one certain other embedding is not $\sigma$-stable and one where it is. Where the non-stability of the embedding in question will turn out to be resulting in a CP-glued pre-stability condition, the other ones will turn out to be pre-stability conditions of the form of lemma 4.7.31. We adapt the theory developed in [17, Proposition 10.1].

The following is a special case of the theory developed in corollary 4.2.24.
Definition 4.8.1. Define

- $\mathcal{H}_{12}=\left\{E \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(E) \in \mathcal{A}, \rho_{2}(E) \in \mathcal{A}\right\}$ and therefore to be the heart obtained by CP-gluing using two copies of $\mathcal{A}$, with regard to the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$,
- $\mathcal{H}_{31}=\left\{E \in \mathcal{D}^{\uparrow} \mid \rho_{2}(E) \in \mathcal{A}, \mathbb{K}(E)[1] \in \mathcal{A}\right\}$ and therefore to be the heart obtained by CP-gluing using two copies of $\mathcal{A}$, with regard to the semiorthogonal decomposition $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$,
- $\mathcal{H}_{23}=\left\{E \in \mathcal{D}^{\uparrow} \mid \mathbb{K}(E) \in \mathcal{A}, \lambda_{1}(E) \in \mathcal{A}\right\}$ and therefore to be the heart obtained by CP-gluing using two copies of $\mathcal{A}$, with regard to the semiorthogonal decomposition $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$.

Remark 4.8.2. Note that $\mathcal{H}_{12}$ from definition 4.8.1 is equal to $\mathcal{A}^{\uparrow}$.
Lemma 4.8.3. Let $\mathcal{A}=\operatorname{Coh}(C)$, where $C$ is an elliptic curve, and $\sigma=$ $(Z, \mathcal{H})$ be a pre-stability condition and assume that there are exact functors $i_{*}: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow}, j_{*}: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow}, l_{*}: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow}, j^{!}: \mathcal{D}^{\uparrow} \rightarrow \mathcal{D}, l^{!}: \mathcal{D}^{\uparrow} \rightarrow \mathcal{D}$, $j^{*}: \mathcal{D}^{\uparrow} \rightarrow \mathcal{D}$ with $i_{*}[-1] \dashv j^{*} \dashv j_{*} \dashv j^{!} \dashv l_{*} \dashv l^{!} \dashv i_{*}$ where $j_{*}$ is an embedding,
such that we have $l_{*}(\mathbb{C}(x)), i_{*}(\mathbb{C}(x))$ are $\sigma$-stable and $j_{*}(\mathbb{C}(x))$ is $\sigma$-stable of phase one. Assume additionally, that there are non-zero morphisms

$$
\begin{array}{r}
i_{*}(\mathbb{C}(x)) \rightarrow j_{*}(\mathbb{C}(x)[1]), \\
j_{*}(\mathbb{C}(x)) \rightarrow l_{*}(\mathbb{C}(x))  \tag{4.47}\\
\text { and } l_{*}(\mathbb{C}(x)) \rightarrow i_{*}(\mathbb{C}(x)) .
\end{array}
$$

If $E \in \mathcal{H}$, then $H^{k}\left(j^{!}(E)\right)=H^{k}\left(l^{!}(E)\right)=0$, unless $k \in\{0,1\}$. Also $H^{k}\left(j^{*}(E)\right)=$ 0 , unless $k \in\{-1,0\}$. Moreover, $H^{-1}\left(j^{*}(E)\right)$ and $H^{0}\left(l^{\prime}(E)\right)$ torsion-free.

Proof. First note that $i_{*}(\mathbb{C}(x))[-1], l_{*}(\mathbb{C}(x))[-1] \in \mathcal{H}$. To see this, consider the morphisms of 4.47), which provide $1<\phi_{\sigma}\left(l_{*}(\mathbb{C}(x))\right)<\phi_{\sigma}\left(i_{*}(\mathbb{C}(x))\right)<$ 2.

It suffices to conduct our proof for $E$ stable. Otherwise we consider its JHF with last exact triangle

$$
E_{k-1} \rightarrow E_{k} \rightarrow A_{k} \xrightarrow{+}
$$

and using the exactness of $F \in\left\{j^{!}, l^{!}, j^{*},\right\}$ we obtain the exact triangle

$$
F\left(E_{k-1}\right) \rightarrow F\left(E_{k}\right) \rightarrow F\left(A_{k}\right) \xrightarrow{+}
$$

and hence the exact sequence

$$
H^{i}\left(F\left(E_{k-1}\right)\right) \rightarrow H^{i}\left(F\left(E_{k}\right)\right) \rightarrow H^{i}\left(F\left(A_{k}\right)\right)
$$

where we obtain $H^{i}\left(F\left(A_{k}\right)\right)=0$ directly and $H^{i}\left(F\left(E_{k-1}\right)\right)=0$ by induction. We will continuously apply [19, Proposition 5.4] and proceed as follows.

To see that $H^{k}\left(j^{!}(E)\right)=0$, unless $k=0,1$ we will prove that

$$
\operatorname{Hom}^{j}\left(j^{!}(E), \mathbb{C}(x)\right)=0 \text { for } j \notin\{-1,0\} \text { for } j^{!}(E) \neq \mathbb{C}(x) .
$$

If $j^{!}(E) \cong \mathbb{C}(x)$ then the statement obviously holds true anyway. We have

$$
\operatorname{Hom}^{j}\left(j^{!}(E), \mathbb{C}(x)\right)=\operatorname{Hom}^{j}\left(E, l_{*}(\mathbb{C}(x))\right) \text { which is zero if } j \leq 2
$$

because of $E \in \mathcal{H}=\mathcal{P}(0,1]$ and $\mathbb{C}(x) \in \mathcal{P}(1,2)$ where $\mathcal{P}$ is the slicing of $\sigma$. On the other hand,

$$
\begin{aligned}
& \operatorname{Hom}^{j}\left(j^{!}(E), \mathbb{C}(x)\right)=\operatorname{Hom}^{1-j}\left(\mathbb{C}(x), j^{!}(E)\right)^{*} \\
& =\operatorname{Hom}^{1-j}\left(j_{*}(\mathbb{C}(x)), E\right)^{*}=0 \text { if } 1-j \leq 0
\end{aligned}
$$

and $E \notin \mathcal{P}(1)$, since $j_{*}(\mathbb{C}(x)) \in \mathcal{P}(1)$ by assumption. If, however $E \in$ $\mathcal{P}(1)$, then $\operatorname{Hom}^{1-j}\left(j_{*}(\mathbb{C}(x)), E\right) \neq 0$ would imply $j_{*}(\mathbb{C}(x)) \cong E$ since $E$
was assumed to be stable. Since $j_{*}$ is an embedding we obtain $j^{!}(E) \cong$ $\left.j^{!}\left(j_{*}(\mathbb{C}(x))\right) \cong \mathbb{C}(x)\right)$ and the statement holds true as well.

To see that $H^{k}\left(l^{!}(E)\right)=0$ for $k \notin\{-1,0\}$ proceed similar as before. However, in this case this will also imply $H^{0}\left(l^{!}(E)\right)$ torsion-free since we can prove the Hom-vanishing without the consideration of $l^{!}(E)=\mathbb{C}(x)$. We have

$$
\operatorname{Hom}^{j}\left(l^{!}(E), \mathbb{C}(x)\right)=\operatorname{Hom}^{j}\left(E, i_{*}(\mathbb{C}(x))\right)=0 \text { for } j \leq-2
$$

and

$$
\begin{aligned}
& \operatorname{Hom}^{j}\left(l^{!}(E), \mathbb{C}(x)\right)=\operatorname{Hom}^{1-j}\left(\mathbb{C}(x), l^{!}(E)\right)^{*} \\
& =\operatorname{Hom}^{1-j}\left(l_{*}(\mathbb{C}(x)), E\right)^{*}=0 \text { for } 1-j \leq 0 .
\end{aligned}
$$

To see that $H^{k}\left(j^{*}(E)\right)=0$, unless $k \in\{-1,0\}$ and $H^{-1}\left(j^{*}(E)\right)$ torsionfree we use

$$
\operatorname{Hom}^{j}\left(j^{*}(E), \mathbb{C}(x)\right)=\operatorname{Hom}\left(E, j_{*}(\mathbb{C}(x))\right)=0 \text { for } j \leq-1
$$

as well as

$$
\begin{aligned}
& \operatorname{Hom}^{j}\left(j^{*}(E), \mathbb{C}(x)\right)=\operatorname{Hom}^{1-j}\left(\mathbb{C}(x), j^{*}(E)\right)^{*} \\
& =\operatorname{Hom}^{1-j}\left(i_{*}[1] \mathbb{C}(x), E\right)^{*}=0 \text { if } 1-j \leq-1,
\end{aligned}
$$

or, in other words, $2 \leq j$.

Remark 4.8.4. We need the level of generality of lemma 4.47 to not only obtain the first part of lemma 4.8.5 but the analogous statements for the situation where

$$
j^{*}=\lambda_{1}, j_{*}=i_{1}, j^{!}=\mathbb{K}, l_{*}=i_{2}[1], l^{!}=\rho_{2}[-1], i_{*}=\Delta[1]
$$

and the situation where

$$
j^{*}=\rho_{2}, j_{*}=\Delta, j^{!}=\lambda_{1}, l_{*}=i_{1}, l^{!}=\mathbb{K}, i_{*}=i_{2}[1]
$$

because we subsequently need this to prove lemma 4.9.31.
Lemma 4.8.5. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve and $\sigma=$ $(Z, \mathcal{H}) \in \Theta_{12}$ and assume that $\Delta(\mathbb{C}(x)), i_{1}(\mathbb{C}(x))$ are $\sigma$-stable and $i_{2}(\mathbb{C}(x))$ is $\sigma$-stable of phase one. Then, for $E \in \mathcal{D}^{\uparrow}$ we have

1. If $E \in \mathcal{H}$, then $H^{i}\left(\rho_{2}(E)\right)=H^{i}\left(\lambda_{1}(E)\right)=0$, unless $i=0,1$. Also $H^{i}(\mathbb{K}(E)[1])=0$, unless $i=-1,0$. Moreover, $H^{-1}(\mathbb{K}(E)[1]), H^{0}\left(\lambda_{1}(E)\right)$ are torsion-free.
2. If $E$ is stable of phase one, then either $E=i_{2}(T)$, where $T \in \mathcal{A} a$ torsion sheaf, or $E \in \mathcal{H}_{12}$ with $H^{0}(\mathbb{K}(E)[1])=0$ and we have that $\lambda_{1}(E)$ and $\rho_{2}(E)$ are torsion-free.
3. $\mathcal{H}_{12} \subset \mathcal{P}_{\sigma}(0,2]$
4. The pair $\mathcal{T}=\mathcal{H}_{12} \cap \mathcal{P}_{\sigma}(1,2]$ and $\mathcal{F}=\mathcal{H}_{12} \cap \mathcal{P}_{\sigma}(0,1]$ defines a torsion pair of $\mathcal{H}_{12}$. Moreover, the heart $\mathcal{H}$ is the corresponding tilt.

Proof. There are morphisms

$$
\begin{array}{r}
i_{1}(\mathbb{C}(x)) \rightarrow i_{2}(\mathbb{C}(x)[1]), \\
i_{2}(\mathbb{C}(x)) \rightarrow \Delta(\mathbb{C}(x)) \\
\text { and } \Delta(\mathbb{C}(x)) \rightarrow i_{1}(\mathbb{C}(x)),
\end{array}
$$

such that we can apply lemma 4.8 .3 to see that part one holds.
We now proceed to prove the second part. Let $E \in \mathcal{P}_{\sigma}(1)$ a stable object, which is not isomorphic to $i_{2}(T)$, where $T$ is a torsion sheaf. Since $\phi_{\sigma}(E)=1$, like the proof of lemma 4.8.3 continuously applying [19, Proposition 5.4], we have

$$
H^{i}\left(\lambda_{1}(E)\right)=0 \text { unless } i=0 \text { and } H^{i}\left(\rho_{2}(E)\right)=0 \text { unless } i=0
$$

as well as $\lambda_{1}(E)$ and $\rho_{2}(E)$ torsion-free.
For the third part assume $E \in \mathcal{H}_{12} \subset \mathcal{D}^{\leq 0} \cap \mathcal{D}^{\geq-1}$, where ( $\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 0}$ ) is the standard t-structure on $\mathcal{D}^{\uparrow}$. If $F \in \mathcal{P}_{\sigma}(2, \infty)$, then, by the first part, $F \in$ $\mathcal{D}^{\leq-1}$. Consequently, we have $0=\operatorname{Hom}\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)=\operatorname{Hom}\left(\mathcal{D}^{\leq-2}, \mathcal{D}^{\geq-1}\right)$, therefore $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(F, E)=0$. Analogously, we have that if $B \in \mathcal{P}_{\sigma}(\leq 0)$, then $B \in \mathcal{D}^{\geq 1}$. Now, since $\operatorname{Hom}\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)=0$, then $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(E, B)=0$. It follows that $E \in \mathcal{P}_{\sigma}(0,2]$.

We now prove the fourth part. Let $E \in \mathcal{H}_{12}$, by the third part of the statement, there is an exact triangle $A \rightarrow E \rightarrow B \xrightarrow{+}$, where $A \in \mathcal{P}_{\sigma}(1,2]$ and $B \in \mathcal{P}_{\sigma}(0,1]$. After applying $\lambda_{1}$ we obtain a long exact cohomology-sequence and by part one we have $H^{-1}\left(\lambda_{1}(A)\right)=H^{1}\left(\lambda_{1}(B)\right)=0$. This implies that $\lambda_{1}(A), \lambda_{1}(B) \in \mathcal{A}$. Analogously, we have $\rho_{2}(A), \rho_{2}(B) \in \mathcal{A}$ and we obtain $A, B \in \mathcal{H}_{12}$.

With the aid of lemmas 4.8.6 and 4.8.7, we now prove the following crucial fact, proposition 4.8.11. We will use the stability function $Z_{\mu}$ from definition 2.5.38

Lemma 4.8.6. If $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve, $F \in\left\{i_{1}, i_{2}, \Delta\right\}$ and $\sigma$ is a pre-stability condition on $\mathcal{D}^{\uparrow}$ such that we have $F(\mathbb{C}(x))$ and $F(\mathcal{L})$ are $\sigma$-stable for any line-bundle $\mathcal{L}$, then there exists $g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that $\sigma g=\left(Z^{\prime}, \mathcal{H}^{\prime}\right)$ satisfies $F\left(\mathcal{P}_{\mu}(0,1]\right)=F(\mathcal{A}) \subset \mathcal{H}^{\prime}$ and $Z^{\prime}(F(E))=Z_{\mu}(E)$ for all $E \in \mathcal{D}$.

Proof. We have that

$$
\begin{equation*}
\operatorname{Hom}\left(\mathcal{O}_{C}, \mathbb{C}(x)\right) \neq 0 \tag{4.48}
\end{equation*}
$$

and - since the Serre functor $S_{\mathcal{D}}$ is equal to [1] provided by the fact that $C$ is elliptic - additionally that $\operatorname{Hom}\left(\mathbb{C}(x), \mathcal{O}_{C}[1]\right)=\operatorname{Hom}\left(\mathcal{O}_{C}, \mathbb{C}(x)\right)$ and therefore

$$
\begin{equation*}
\operatorname{Hom}\left(\mathbb{C}(x), \mathcal{O}_{C}[1]\right)=0 \tag{4.49}
\end{equation*}
$$

The assumed stability of $F(\mathbb{C}(x))$ and $F\left(\mathcal{O}_{C}\right)$, now provides the inequality $\phi_{\sigma}\left(F\left(\mathcal{O}_{C}\right)\right)<\phi_{\sigma}(F(\mathbb{C}(x)))<\phi_{\sigma}\left(F\left(\mathcal{O}_{C}\right)\right)+1$. Therefore, there is an orientation preserving transformation $M: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ satisfying that

$$
\begin{equation*}
(A, D) \mapsto(-1,0) \text { and }(B, C) \mapsto(0,1) \tag{4.50}
\end{equation*}
$$

where $Z\left(F(\mathbb{C}(x))=A+D i\right.$ and $Z\left(F\left(\mathcal{O}_{C}\right)\right)=B+C i$. There is an increasing function $f: \mathbb{R} \rightarrow \mathbb{R}$ that is compatible with $M=T^{-1}$ and that satisfies $f(x+1)=f(x)+1$ with $f(1)=\phi_{\sigma}(F(\mathbb{C}(x))), f(1 / 2)=\phi_{\sigma}\left(F\left(\mathcal{O}_{C}\right)\right)$. The existence of this $f$ is granted by the fact that $M\left(Z\left(F\left(\mathcal{O}_{C}\right)\right)\right)=(0,1)$ and $M(Z(F(\mathbb{C}(x))))=(-1,0)$. We obtain $(T, f) \in{\widetilde{\mathrm{GL}_{2}}}^{+}(\mathbb{R})$. The stability condition $\sigma^{\prime}=\sigma(T, f)$ satisfies $i_{1}(\mathcal{A}) \subset \mathcal{H}^{\prime}$, where $\sigma^{\prime}=\left(Z^{\prime}, \mathcal{H}^{\prime}\right)$. Indeed, we have

$$
\begin{array}{r}
F(\mathbb{C}(x)) \in \mathcal{P}\left(\phi_{\sigma}(F(\mathbb{C}(x)))\right)=\mathcal{P}(f(1))=\mathcal{P}^{\prime}(1), \\
F(\mathcal{L}) \in \mathcal{P}\left(\phi_{\sigma}(F(\mathcal{L}))\right)=\mathcal{P}\left(f\left(t_{\mathcal{L}}\right)\right)=\mathcal{P}^{\prime}\left(t_{\mathcal{L}}\right),
\end{array}
$$

with $t_{\mathcal{L}}:=\phi_{\sigma^{\prime}}(F(\mathcal{L})) \in(0,1)$ since (4.48) and 4.49) provide the inequality $\phi_{\sigma^{\prime}}(F(\mathbb{C}(x)))-1<\phi_{\sigma^{\prime}}(F(\mathcal{L}))<\phi_{\sigma^{\prime}}(F(\mathbb{C}(x)))$. Therefore, all point sheaves and line bundles in $\mathcal{A}$ are mapped into $\mathcal{P}^{\prime}(0,1]$ by $F$. Since any object in $\mathcal{A}$ admits a filtration with quotients either isomorphic to point sheaves or to line bundles, we obtain $F(\mathcal{A}) \subset \mathcal{H}^{\prime}$.

Finally we require $Z^{\prime}(F(E))=Z_{\mu}(E)$ for all $E \in \mathcal{D}$. This is provided by (4.50).

Lemma 4.8.7. Assume $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve, $F \in$ $\left\{i_{1}, i_{2}, \Delta\right\}$ and $\sigma=(Z, \mathcal{H})$ a pre-stability condition on $\mathcal{D}^{\uparrow}$ such that for $Z \circ$ $F=Z_{\mu}, F\left(\mathcal{P}_{\mu}(0,1]\right)=F(\mathcal{A}) \subset \mathcal{H}$ and $F(X)$ is $\sigma$-stable for all stable $X \in$ $\operatorname{Coh}(C)$. For any $(T, f)=g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ we have that $\sigma g=\left(Z^{\prime}, \mathcal{H}^{\prime}\right)$ satisfies $F\left(\mathcal{P}_{\mu}(r, r+1]\right)=F\left(\mathcal{A}^{r}\right) \subset \mathcal{H}^{\prime}$, where $r=f(0)$.

Proof. Because $F(X)$ is $\sigma$-stable and $Z(F(X))=Z_{\mu}(X)$, we get that $X$ and $F(X)$ have the same phase up to the addition of an even number. But we assumed $F\left(\mathcal{P}_{\mu}(0,1]\right) \subset \mathcal{H}$, so the phase of $F(X)$ lies in the interval $(0,1]$. As the phase of $X$ is in the same interval, they must agree. This shows that $F\left(\mathcal{P}_{\mu}(t)\right) \subset \mathcal{P}(t)$, where $\mathcal{P}$ is the slicing of $\sigma$. If $\mathcal{P}^{\prime}$ is the slicing of $\sigma g$, then $\mathcal{H}^{\prime}=\mathcal{P}^{\prime}(0,1]=\mathcal{P}(r, r+1]$ and the result follows now.

For simplicities sake we introduce the following notation.
Notation 4.8.8. Assume $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is a smooth projective curve. Let $Y \in \mathcal{A}^{\uparrow}$. Denote

$$
\begin{gather*}
\left.\left.d_{1}=\operatorname{deg}\left(\lambda_{1}(Y)\right)\right), r_{1}=\operatorname{rank}\left(\lambda_{1}(Y)\right)\right) \\
d_{2}=\operatorname{deg}\left(\rho_{2}(Y)\right), r_{2}=\operatorname{rank}\left(\rho_{2}(Y)\right) . \tag{4.51}
\end{gather*}
$$

Definition 4.8.9. Let $\mathcal{A}=\operatorname{Coh}(C)$, where $C$ is an elliptic curve and $\sigma \in \Theta_{12}$. Assume that $g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ was applied to $\sigma$ such that there are stability conditions $\sigma_{1}=\sigma_{\mu}(T, f)=\left(Z_{1}, \mathcal{A}^{r}\right), r=f(0)>-1,(T, f) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ and $\sigma_{2}=\left(Z_{\mu}, \mathcal{A}\right) \in \operatorname{Stab}(\mathcal{D})$ with $i_{1}\left(\mathcal{A}^{r}\right) \subset \mathcal{H}, i_{2}(\mathcal{A}) \subset \mathcal{H}$, and $\left.Z\right|_{\mathcal{D}_{1}}=Z_{1}$ and $\left.Z\right|_{\mathcal{D}_{2}}=Z_{\mu}$. We refer to the conditions above as "normalised stability conditions".
Notation 4.8.10. We denote $M:=T^{-1}$ and $M:=\left(\begin{array}{ll}-A & B \\ -D & C\end{array}\right)$.
Proposition 4.8.11. Assume $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve.

1. Every $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$-orbit on $\Theta_{12}$ (with $\Theta_{12}$ defined in 4.5.27) contains exactly one normalised element $\sigma_{N}$.
2. Let $(Z, \mathcal{H})=\sigma \in \Theta_{12}$ and $\sigma=\sigma_{\mu}\left(T_{2}, f_{2}\right)=\sigma_{N} g_{2}$ where $\sigma_{N}$ is the normalised stability condition corresponding to the $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$-orbit of $\sigma$ then $i_{1}\left(\mathcal{A}^{f^{\prime \prime}\left(f_{2}(0)\right)}\right) \subset \mathcal{H}$ and $i_{2}\left(\mathcal{A}^{f_{2}(0)}\right) \subset \mathcal{H}$ where $f^{\prime \prime}$ corresponds to $\sigma_{N}$.

Proof. We will start by proving the second statement as it contains the first as a special case if we additionally prove $r>-1$. Pick $\sigma$ in the $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ orbit. By lemma 4.8.6 where $F=i_{1}$, we can pick $g^{\prime} \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that $i_{1}(\mathcal{A}) \subset \mathcal{H}^{\prime}$ and $Z^{\prime} \circ i_{1}=Z_{\mu}$ and $Z^{\prime \prime} \circ i_{2}=Z_{\mu}$, where $\sigma^{\prime} \circ g^{\prime}=\sigma^{\prime}=$ $\left(Z^{\prime}, \mathcal{H}^{\prime}\right)$. Now, again by lemma 4.8.6 where we now let $F=i_{2}$, we can pick $g^{\prime \prime} \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that $i_{2}(\mathcal{A}) \subset \mathcal{H}^{\prime \prime}$, where $\sigma \circ g^{\prime \prime}=\sigma^{\prime \prime}=\left(Z^{\prime \prime}, \mathcal{H}^{\prime \prime}\right)$. By lemma 4.8.7, letting $F=i_{1}$, we obtain $i_{1}\left(\mathcal{A}^{r}\right)=i_{1}\left(\mathcal{P}_{\mu}(r, r+1]\right) \subset \mathcal{H}^{\prime \prime}$ as well. Now, considering $\sigma^{\prime \prime} \circ g_{2}$ for any $g_{2} \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$, provides $i_{2}\left(\mathcal{A}^{f_{2}(0)}\right)=$
$i_{2}\left(\mathcal{P}_{\mu}\left(f_{2}(0), f_{2}(0)+1\right]\right) \subset \mathcal{H}^{\prime \prime \prime}$ via lemma 4.8.7 with $F=i_{2}$, where $\mathcal{H}^{\prime \prime \prime}$ is the heart corresponding to $\sigma^{\prime \prime} \circ g_{2}=\sigma^{\prime} \circ g^{\prime \prime} \circ g_{2}$. Considering $\sigma^{\prime} \circ g^{\prime \prime} \circ g_{2}$ provides $i_{1}\left(\mathcal{A}^{f^{\prime \prime} \circ f_{2}(0)}\right)=i_{1}\left(\mathcal{P}_{\mu}\left(f^{\prime \prime} \circ f_{2}(0), f^{\prime \prime} \circ f_{2}(0)+1\right]\right) \subset \mathcal{H}^{\prime \prime \prime}$ via lemma 4.8.7 with $F=i_{1}$. Letting $g_{1}=g^{\prime} \circ g^{\prime \prime}$ and $f^{\prime \prime}=f_{1}$ we obtain $\mathcal{H}^{\prime \prime \prime}=\mathcal{H}$ and the result for arbitrary $g_{2} \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ follows.

If, on the other hand, $g_{2}=\mathbb{1}_{\widetilde{G L}_{2}^{+}(\mathbb{R})}$ and hence $\mathcal{H}^{\prime \prime}=\mathcal{H}^{\prime \prime \prime}$, we must prove $r>-1$. Lemma 4.5 .34 provides $r \geq-1$. Therefore, all that is left to prove is that $r \neq-1$. Assume that $r=-1$. Then if $Z^{\prime \prime} \circ i_{1}\left(r_{1}, d_{1}\right)=A d_{1}+B r_{1}+$ $\left(C r_{1}+D d_{1}\right) i$, we get $D=0$ since $f^{\prime \prime}(0) \in \mathbb{Z}$ is equivalent to $D=0$ by the compatibility of $T$ and $f$ that provides the equation $\exp (i \pi f(0))=\frac{C+D i}{|C+D i|}$ where $T^{-1}=M=\left(\begin{array}{ll}-A & B \\ -D & C\end{array}\right)$. Hence $Z\left(i_{1}(\mathbb{C}(x))\right) \in \mathbb{R}$ such that

$$
\begin{equation*}
\phi_{\sigma^{\prime \prime}}\left(i_{1}(\mathbb{C}(x))\right) \in \mathbb{Z} . \tag{4.52}
\end{equation*}
$$

Consider the non-zero morphism $i_{1}(\mathbb{C}(x)) \rightarrow i_{2}(\mathbb{C}(x))[1]$ which provides us with

$$
\begin{equation*}
\phi_{\sigma^{\prime \prime}}\left(i_{1}(\mathbb{C}(x))<\phi_{\sigma^{\prime \prime}}\left(i_{2}(\mathbb{C}(x))[1]=\phi_{\sigma^{\prime \prime}}\left(i_{2}(\mathbb{C}(x))+1=2 .\right.\right.\right. \tag{4.53}
\end{equation*}
$$

since we have $\phi_{\sigma^{\prime \prime}}\left(i_{2}(\mathbb{C}(x))=1\right.$. Since $r=-1$ we obtain $(r, r+1]=(-1,0]$ such that $\mathbb{C}(x)[-1] \in \mathcal{P}_{\mu}(r, r+1]$ and therefore $i_{1}(\mathbb{C}(x)[-1]) \in \mathcal{H}=\mathcal{P}(0,1]$. This gives $i_{1}(\mathbb{C}(x)) \in \mathcal{P}(1,2]$ and therefore $\phi_{\sigma^{\prime \prime}}\left(i_{1}(\mathbb{C}(x))\right)>1$. Combined with $\phi_{\sigma^{\prime \prime}}\left(i_{1}(\mathbb{C}(x))\right)<2$ by (4.53) we therefore have $\phi_{\sigma^{\prime \prime}}\left(i_{1}(\mathbb{C}(x))\right) \notin \mathbb{Z}$, contradicting (4.52).

Remark 4.8.12. In the following we will use the notation $\sigma_{1}=\sigma_{\mu}(T, f)$ and $M:=T^{-1}=\left(\begin{array}{ll}-A & B \\ -D & C\end{array}\right)$ and $r=f(0)$ for stability conditions of the kind of definition 4.8.9.

Proposition 4.8.11 puts us into the position to determine by which construction a normalised stability condition with $r \geq 0$ was obtained.

Lemma 4.8.13. Let $\mathcal{A}=\operatorname{Coh}(C), C$ a smooth projective curve and $\sigma=$ $(Z, \mathcal{H}) \in \Theta_{12}$, such that there are stability conditions

$$
\sigma_{1}=\left(Z_{1}, \mathcal{A}^{r}\right)=\sigma_{\mu}\left(T_{1}, f_{1}\right) \text { and } \sigma_{2}=\left(Z_{\mu}, \mathcal{A}\right) \in \operatorname{Stab}(\mathcal{D})
$$

with $i_{1}\left(\mathcal{A}^{r}\right) \subset \mathcal{H}, i_{2}(\mathcal{A}) \subset \mathcal{H},\left.Z\right|_{\mathcal{D}_{1}}=Z_{1}$ and $\left.Z\right|_{\mathcal{D}_{2}}=Z_{\mu}$. If $f_{1}(0)=$ $r \geq 0$, then $\sigma$ is obtained by CP-gluing stability conditions $\left(\sigma_{1}, \sigma_{\mu}\right)$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$.

Proof. Since $\sigma_{1}$ and $\sigma_{2}$ satisfy gluing conditions $f_{1}(0) \geq 0$, (see lemma 3.2 .31 where $\alpha=f_{1}(0)$ and $\left.\beta=0\right)$ there is a pre-stability condition $\widetilde{\sigma}=\left(\mathcal{H}_{\widetilde{\sigma}}, Z_{\widetilde{\sigma}}\right)$ that is obtained by CP-gluing stability conditions ( $\sigma_{1}, \sigma_{\mu}$ ) via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ on $\mathcal{D}^{\uparrow}$. Because of $i_{1}\left(\mathcal{A}^{r}\right) \subset \mathcal{H}, i_{2}(\mathcal{A}) \subset \mathcal{H}$, $\left.Z\right|_{\mathcal{D}_{1}}=Z_{1}$, we have $\mathcal{H}_{\widetilde{\sigma}} \subset \mathcal{H}$ and since $\mathcal{H}_{\widetilde{\sigma}}$ and $\mathcal{H}$ are hearts of bounded t-structures this implies $\mathcal{H}_{\widetilde{\sigma}}=\mathcal{H}$. On the other hand, $Z$ and $Z_{\widetilde{\sigma}}$ are uniquely determined by $Z_{1}$ and $Z_{\mu}$ anyway.

We will now deal with the case where $f_{1}(0)=r<0$ broken down into a series of lemmas.

Lemma 4.8.14. Let $\mathcal{A}=\operatorname{Coh}(C)$, where $C$ is an elliptic curve and $\sigma=$ $(Z, \mathcal{H}) \in \Theta_{12}$, be a normalised pre-stability condition on $\mathcal{D}^{\uparrow}$. We have $r<0$ if and only if $\Delta(\mathbb{C}(x))$ is $\sigma$-stable.

Proof. We will start by proving that $\Delta(\mathbb{C}(x)) \sigma$-stable is equivalent to having $\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))>1\right.$. To see this, consider two cases.

1. If $\Delta(\mathbb{C}(x))$ is $\sigma$-stable, then the exact triangle

$$
i_{2}(\mathbb{C}(x)) \rightarrow \Delta(\mathbb{C}(x)) \rightarrow i_{1}(\mathbb{C}(x)) \xrightarrow{+}
$$

provides $\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)<\phi_{\sigma}(\Delta(\mathbb{C}(x)))<\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))\right)$. And since $\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)=1$ by assumption, we have $\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))\right)>1$.

2 . If $\Delta(\mathbb{C}(x))$ is not $\sigma$-stable, then the exact triangle

$$
i_{2}(\mathbb{C}(x)) \rightarrow \Delta(\mathbb{C}(x)) \rightarrow i_{1}(\mathbb{C}(x)) \xrightarrow{+}
$$

is the JHF of $\Delta(\mathbb{C}(x))$ if $\Delta(\mathbb{C}(x))$ is $\sigma$-semistable, in which case we have $\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)=\phi_{\sigma}(\Delta(\mathbb{C}(x)))=\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))\right)$ and the HNF if $\Delta(\mathbb{C}(x))$ is not $\sigma$-semistable, in which case we have $1=\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)>$ $\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))\right)$. Therefore $\phi_{\sigma}\left(i_{1}(\mathbb{C}(x)) \leq \phi_{\sigma}\left(i_{2}(\mathbb{C}(x))=1\right.\right.$.

Hence, we have established that $\Delta(\mathbb{C}(x)) \sigma$-stable is equivalent to having $\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))>1\right.$.

We have $i_{1}\left(\mathcal{P}_{\mu}(r, r+1]\right) \subset \mathcal{P}(0,1]$ and hence $i_{1}\left(\mathcal{P}_{\mu}(r+n, r+n+1]\right) \subset$ $\mathcal{P}(n, n+1]$ for any $n \in \mathbb{Z}$ as well. There is a unique $n \in \mathbb{Z}$ for which we have $1 \in(r+n, r+n+1]$. Since we know $\mathbb{C}(x) \in \mathcal{P}_{\mu}(1)$, we obtain $i_{1}(\mathbb{C}(x)) \in \mathcal{P}(n, n+1]$. This is equivalent to $\phi_{\sigma}\left(i_{1}(\mathbb{C})(x) \in(n, n+1]\right.$. However, $\phi_{\sigma}\left(i_{1}(\mathbb{C})(x)>1\right.$ if and only if $n \geq 1$. Since $1 \in(r+n, r+n+1]$ we now have $1>r+n \geq r+1$ if and only if $\phi_{\sigma}\left(i_{1}(\mathbb{C})(x)>1\right.$, if and only if $r<0$.

Lemma 4.8.15. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve and $\sigma=$ $(Z, \mathcal{H}) \in \Theta_{12}$ be a normalised pre-stability condition on $\mathcal{D}^{\uparrow}$. If we have $r=f_{1}(0)<0$ and $\sigma_{1}=\sigma_{\mu}\left(T_{1}, f_{1}\right) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ and let $M=T_{1}^{-1}$, then $\operatorname{det}(M+I)>0$.
Proof. Let $M=\left(\begin{array}{ll}-A & B \\ -D & C\end{array}\right)$. If $\operatorname{Tr}(M) \geq 0$, we have $\operatorname{det}(M+I)>0$ via $\operatorname{det}(M+I)=\operatorname{det}(M)+\operatorname{Tr}(M)+1>0$. If $-A+C=\operatorname{Tr}(M)<0$, then $\Delta\left(\mathcal{O}_{C}\right)$ not $\sigma$-stable would imply $\phi_{\sigma}\left(i_{1}\left(\mathcal{O}_{C}\right)\right) \leq \phi_{\sigma}\left(i_{2}\left(\mathcal{O}_{C}\right)\right)$. We have $\phi_{\sigma}\left(i_{2}\left(\mathcal{O}_{C}\right)\right)=$ $1 / 2$ since $\sigma$ is normalised, such that $\phi_{\sigma}\left(i_{1}\left(\mathcal{O}_{C}\right)\right)=(0,1 / 2]$, such that $B, C \geq$ 0 . Hence, via $D<0$ and $-A C+B D=\operatorname{det}(M)>0$ we obtain $-A C>$ 0 such that $-A+C>0$ contradicting the assumption. Since $\Delta(\mathbb{C}(x))$ is also stable, by lemma 4.8.14, we obtain $\phi_{\sigma}\left(\Delta\left(\mathcal{O}_{C}\right)\right)<\phi_{\sigma}(\Delta(\mathbb{C}(x)))<$ $\phi_{\sigma}\left(\Delta\left(\mathcal{O}_{C}\right)\right)+1$. Since $Z(\Delta(\mathbb{C}(x)))=A-1+i D, Z\left(\Delta\left(\mathcal{O}_{C}\right)\right)=B+i(C+1)$ and we also have $Z(\Delta(\mathbb{C}(x)))=m_{\Delta(\mathbb{C}(x))} \exp \left(i \pi \phi_{\sigma}(\Delta(\mathbb{C}(x)))\right)$ and $Z\left(\Delta\left(\mathcal{O}_{C}\right)\right)=$ $m_{\Delta\left(\mathcal{O}_{C}\right)} \exp \left(i \pi \phi_{\sigma}\left(\Delta\left(\mathcal{O}_{C}\right)\right)\right)$, we therefore obtain

$$
\begin{array}{r}
\operatorname{det}(M+I)=B D-(A-1)(C+1) \\
=m_{\Delta(\mathbb{C}(x))} \cos \left(\pi \phi_{\sigma}\left(\Delta\left(\mathcal{O}_{C}\right)\right)\right) m_{\Delta(\mathbb{C}(x))} \sin \left(\pi \phi_{\sigma}(\Delta(\mathbb{C}(x)))\right)- \\
m_{\Delta(\mathbb{C}(x))} \sin \left(\pi \phi_{\sigma}\left(\Delta\left(\mathcal{O}_{C}\right)\right)\right) m_{\Delta(\mathbb{C}(x))} \cos \left(\pi \phi_{\sigma}(\Delta(\mathbb{C}(x)))\right) \\
=m_{\Delta(\mathbb{C}(x))} m_{\Delta\left(\mathcal{O}_{C}\right)} \sin \left(\left(\phi_{\sigma}(\Delta(\mathbb{C}(x)))-\phi_{\sigma}\left(\Delta\left(\mathcal{O}_{C}\right)\right)\right) \pi\right)>0
\end{array}
$$

(since obviously $m_{\Delta(\mathbb{C}(x))}, m_{\Delta\left(\mathcal{O}_{C}\right)}>0$ ).
Lemma 4.8.16. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve and $\sigma=$ $(Z, \mathcal{H}) \in \Theta_{12}$ be a normalised pre-stability condition on $\mathcal{D}^{\uparrow}$ and assume that $\Delta(\mathbb{C}(x))$ is $\sigma$-stable. Then $\sigma$ is given by a pair constructed in lemma 4.7.31.

Proof. Since $\sigma$ is normalised in $\Theta_{12}$ we have that $i_{1}(\mathbb{C}(x))$ is $\sigma$-stable and the object $i_{2}(\mathbb{C}(x))$ and $i_{2}\left(\mathcal{O}_{C}\right)$ are in $\mathcal{H}$ and are also $\sigma$-stable with

$$
Z\left(\left[i_{2}(\mathbb{C}(x))\right]\right)=-1 \text { and } Z\left(\left[i_{2}\left(\mathcal{O}_{C}\right)\right]\right)=i
$$

By proposition 4.8.11, in combination with the assumption that $\sigma$ is normalised, there are stability conditions $\sigma_{1}=\left(Z_{1}, \mathcal{A}^{r}\right)$ and $\sigma_{2}=\left(Z_{\mu}, \mathcal{A}\right) \in$ $\operatorname{Stab}(\mathcal{D})$, such that $i_{1}\left(\mathcal{A}^{r}\right) \subset \mathcal{H}$ and $i_{2}(\mathcal{A}) \subset \mathcal{H}$, with $\left.Z\right|_{\mathcal{D}_{1}}=Z_{1}$ and $\left.Z\right|_{\mathcal{D}_{2}}=$ $Z_{\mu}$. Lemma 4.8.14 implies $-1<f_{1}(0)<0$, where $\sigma_{1}=\left(T_{1}, f_{1}\right) \sigma_{\mu} \in \widetilde{\mathrm{GL}_{2}^{+}}(\mathbb{R})$. We start by noting that $Z$ can be written in the way of lemma 4.7.31 as it is completely determined by $Z_{1}$ and $Z_{\mu}$ and therefore, with the notation of (4.51), has the form

$$
\left.Z\left(r_{1}, d_{1}, r_{2}, d_{2}\right)=A d_{1}+B r_{1}-d_{2}+i\left(C r_{1}+D d_{1}+r_{2}\right)\right)
$$

Let $M$ be defined by $M=T_{1}^{-1}=\left[\begin{array}{cc}-A & B \\ -D & C\end{array}\right]$. Since $\sigma_{1}$ is a stability condition, we have that $\operatorname{det}(M)>0$. The exact triangle $i_{2}(\mathbb{C}(x)) \rightarrow \Delta(\mathbb{C}(x)) \rightarrow$ $i_{1}(\mathbb{C}(x)) \xrightarrow{+}$ has all involved objects stable and therefore $1=\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)<$ $\phi_{\sigma}(\Delta(\mathbb{C}(x)))<\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))\right)<\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)+1=2$. This implies $D=$ $m_{i_{1}(\mathbb{C}(x))} \sin \left(\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))\right) \pi\right)<0$, since, by definition, we have $m_{i_{1}(\mathbb{C}(x))}>0$.

Now consider the torsion pair $\langle\mathcal{T}, \mathcal{F}\rangle=\mathcal{A}^{\uparrow}$ given in lemma 4.8.5. We are going to show that it equals the torsion pair $\left(\mathcal{T}^{\prime}, \mathcal{F}^{\prime}\right)$ given by definition 4.7.24. It is enough to prove that $\mathcal{T}^{\prime} \subseteq \mathcal{T}$ and $\mathcal{F}^{\prime} \subseteq \mathcal{F}$.

We take a torsion-free $\lambda$-semistable object $E=E_{1} \rightarrow E_{2} \in \mathcal{T}^{\prime}$, which by definition satisfies $\lambda(E)>3 / 4$. We have the existence of a short exact sequence

$$
\begin{equation*}
0 \rightarrow T \rightarrow E \rightarrow F \rightarrow 0 \tag{4.54}
\end{equation*}
$$

with $T \in \mathcal{T}$ and $F=F_{1} \rightarrow F_{2} \in \mathcal{F}$. Since $E \in \mathcal{T}^{\prime}$ and - hence - we have $E=\left(E_{1} \rightarrow E_{2}\right)$ such that $F=\left(F_{1} \rightarrow F_{2}\right)$ via $E \rightarrow F$, we can assume $F \neq\left(0 \rightarrow G_{2}\right)$, where $G_{2}$ is a torsion sheaf. We apply lemma 4.7.14 to see that the short exact sequence (4.54) gives us $\lambda(E) \leq \lambda(F)$, provided by the $\lambda$-semistability of $E$ which implies $\lambda(T) \leq \lambda(E)$, hence $\lambda(F)>\frac{3}{4}$. On the other hand, we have $\Im(Z(F))=\Re\left(Z_{\lambda}(F)\right)+\Im\left(Z_{\lambda}(F)\right)$, which is greater or equal to zero if $\Re\left(Z_{\lambda}(F)\right) \geq-\Im\left(Z_{\lambda}(F)\right)$. The latter, however, is equivalent to $\lambda(F) \leq \frac{3}{4}$, providing us with a contradiction and this implies that $F=\left(0 \rightarrow G_{2}\right)$ where $G_{2}$ is torsion which is another contradiction such that $F=0$ and hence $E \in \mathcal{T}$.

Taking a $\lambda$-semistable torsion-free object $E=E_{1} \rightarrow E_{2} \in \mathcal{F}^{\prime}$, we have $\lambda(E) \leq 3 / 4$ by definition. Firstly, consider the case $\lambda(E)<3 / 4$. There is a short exact sequence given by $0 \rightarrow T \rightarrow E \rightarrow F \rightarrow 0$, with $T \in \mathcal{T}$ and $F \in \mathcal{F}$. Since $T \in \mathcal{T} \subset \mathcal{P}(1,2]$ we have $\Im(Z(T)) \leq 0$. this is equivalent to $\Re\left(Z_{\lambda}(T)\right)+\Im\left(Z_{\lambda}(T)\right)$ such that $\lambda(T) \geq 3 / 4$. If $T \neq 0$, the $\lambda$-semistability of $E$ implies $3 / 4 \leq \lambda(T) \leq \lambda(E)<3 / 4$, which gives a contradiction and hence $T=0$ and we obtain $E \in \mathcal{F}$.

Take a torsion-free $\lambda$-semistable object $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{F}^{\prime}$ with $\lambda(E)=$ 3/4, we consider the short exact sequence $0 \rightarrow T \rightarrow E \rightarrow F \rightarrow 0$, with $T \in \mathcal{T}$ and $F \in \mathcal{F}$. The inequality $3 / 4 \leq \lambda(T) \leq \lambda(E)=3 / 4$ holds such that $3 / 4=\lambda(T)$. We get $T[-1] \in \mathcal{P}(1)$, where $\mathcal{P}$ is the slicing corresponding to $\sigma$. This is because $\lambda(T)=\frac{3}{4}$ is equivalent to $\Im\left(Z^{\prime}(T)\right)=0$ and since $T \in \mathcal{P}(1,2]$, we obtain $T \in \mathcal{P}(2)$. To see this consider that $T \in \mathcal{P}(1,2]$ provides $T[-1] \in \mathcal{H}$. We have $\Im(Z(T[-1]))=-\Im(Z(T))=0$. Any HNfactor $L$ of $T[-1] \in \mathcal{H}$ is also in $\mathcal{H}$ and therefore $\Im(Z(L)) \geq 0$. Since $T[-1]$ is the sum of its HN-factors in the Grothendieck group, we obtain $\Im(Z(L)) \geq 0$. We obtain $L \in \mathcal{P}(1)$ which is extension closed such that
$T[-1] \in \mathcal{P}(1)$ and therefore $T \in \mathcal{P}(2)$. Moreover by lemma 4.8.5, we have that $\mathcal{P}(1) \subseteq \mathcal{A}^{\uparrow}$. Hence, $T[-1] \in \mathcal{A}^{\uparrow}$ and since - at the same time - we have $T \in \mathcal{A}^{\uparrow}$ this implies $T=0$.

Note that for all torsion-free object $E \in \mathcal{T}^{\prime}$, we obtain $E \in \mathcal{T}$ via its $\lambda$ HNF - which works analogously for $E \in \mathcal{F}^{\prime}$. This result extends to any object in $\mathcal{T}$ and $\mathcal{F}$. In consequence, $\mathcal{T}=\mathcal{T}^{\prime}, \mathcal{F}=\mathcal{F}^{\prime}$ and therefore $\mathcal{H}=\mathcal{H}\left(C_{1}, D_{1}\right)$.

We can now apply lemma 4.7.31 letting $C=C_{1}$ and $D=D_{1}$. This finished the proof.

Lemma 4.8.17. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve and $\sigma=$ $(Z, \mathcal{H}) \in \Theta_{12}$, such that there are stability conditions

$$
\sigma_{1}=\left(Z_{1}, \mathcal{A}^{r}\right)=\left(T_{1}, f_{1}\right) \text { and } \sigma_{2}=\left(Z_{\mu}, \mathcal{A}\right) \in \operatorname{Stab}(\mathcal{D})
$$

with $i_{1}\left(\mathcal{A}^{r}\right) \subset \mathcal{H}, i_{2}(\mathcal{A}) \subset \mathcal{H},\left.Z\right|_{\mathcal{D}_{1}}=Z_{1}$ and $\left.Z\right|_{\mathcal{D}_{2}}=Z_{\mu}$. If $f_{1}(0)=r$, with $-1<r<0$, then $\sigma$ is given by a pair constructed in lemma 4.7.31.

Proof. This combines lemmas 4.8.16 and 4.8.14.
Proposition 4.8.18. Let $\sigma$ be a pre-stability condition in $\Theta_{12}$. There is an element $g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that $\sigma g$ is given by a CP-glued pre-stability condition or one constructed by tilting in lemma 4.7.31.

Proof. Apply proposition 4.8.11, then the result follows by lemmas 4.8.13 and 4.8.17.

We will finish this section by adding to our description of $\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ provided in theorem 4.5.29, by studying which stability conditions in a given $\Theta_{i j}$ do actually belong to the subset of stability conditions glued via either of the semiorthogonal decompositions $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle,\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ or $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$. The aim - therefore - is to refine the result of proposition 4.8 .18 by establishing theorem 4.8.36.

Notation 4.8.19. For a Matrix $M=\left[\begin{array}{ll}-A & B \\ -D & C\end{array}\right]$, denote

1. its characteristic polynomial $x^{2}-\operatorname{Tr}(M) x+\operatorname{det}(M)$ (where $\operatorname{Tr}(M)$ is the trace of $M)$, by $p_{M}(x)$ and
2. the discriminant $\operatorname{Tr}(M)^{2}-4 \operatorname{det}(M)$ of $p(x)$ by $\operatorname{Discr}(M)$.

Definition 4.8.20. Define

- $\Theta_{i}$ to be the set of pre-stability conditions, for $i=1,2$ or 3 , which are, up to the action of $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$, CP-glued with respect to the semiorthogonal decomposition $\left\langle\mathcal{D}_{i},{ }^{\perp} \mathcal{D}_{i}\right\rangle$, and
- $\Gamma$ to be the set of pre-stability conditions, which up to the $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ action is given by lemma 4.7.31 with $\operatorname{Discr}(M)<0$.

By studying the discriminant of $M$, we will investigate if the correspond$\operatorname{ing} \sigma$ is in either of the $\Theta_{i}$, for $i \in\{1,2,3\}$.

Lemma 4.8.21. We have

- $\Theta_{1} \subset \Theta_{12}$,
- $\Theta_{2} \subset \Theta_{23}$ and
- $\Theta_{3} \subset \Theta_{31}$.

Proof. Firstly,

$$
\Theta_{1} \subset \widetilde{\Theta}_{12}, \Theta_{2} \subset \widetilde{\Theta}_{23} \text { and } \Theta_{3} \subset \widetilde{\Theta}_{31}
$$

follows from [21, Proposition 2.2(3)].
For $\sigma \in \operatorname{PreStab}\left(\mathcal{D}^{\uparrow}\right)$ assume $E \in \mathcal{A}$ stable and $i_{1}(E)$ strictly $\sigma$-semistable, then $\phi\left(i_{1}(E)\right)=\phi\left(i_{2}(E)[1]\right)$ from the JHF (lemma 4.5.31). If $\sigma$ CP-glued from $\sigma_{1}=\sigma_{\mu}\left(T_{1}, f_{1}\right)$ and $\sigma_{2}=\sigma_{\mu}\left(T_{2}, f_{2}\right)$, then $f_{1}(0) \geq f_{2}(0)$ (condition for CP-gluing). Now, for $\phi:=\phi\left(i_{1}(E)\right)=\phi\left(i_{2}(E)\right)+1$, using [21, Proposition 2.2(3)], we obtain $E \in \mathcal{P}_{1}(\phi)=\mathcal{P}_{\mu}\left(f_{1}(\phi)\right)$ as well as $E \in \mathcal{P}_{2}(\phi-1)=$ $\mathcal{P}_{\mu}\left(f_{2}(\phi)-1\right)$ such that $f_{1}(\phi)=f_{2}(\phi)-1$. Let $n \in \mathbb{Z}$ such that $\phi \in(n, n+1]$, then we obtain $f_{1}(n)<f_{1}(\phi)=f_{2}(\phi)-1 \leq f_{2}(n+1)-1=f_{2}(n)$ such that we now obtain $f_{1}(0)<f_{2}(0)$ which is a contradiction such that $i_{1}(E)$ must be $\sigma$-stable. A similar argument leads to $i_{2}(E) \sigma$-stable such that $\Theta_{1} \subset \Theta_{12}$. Again by similar arguments we obtain $\Theta_{2} \subset \Theta_{23}$ and $\Theta_{3} \subset \Theta_{31}$.

Definition 4.8.22. For $\sigma_{3}=\left((M+I)^{-1}, f_{3}\right)$ define

$$
\begin{array}{r}
f_{12}(\sigma)(x)=f_{1}(x)-x \text { and hence also } \\
f_{23}(\sigma)(x)=x-f_{3}(x) \text { and } \\
f_{31}(\sigma)(x)=f_{3}(x)-f_{1}(x) .
\end{array}
$$

Definition 4.8.23. Let $\left(\mathcal{A}^{\uparrow}\right)^{l}$ be the unique heart of a bounded $t$-structure obtained by CP-gluing via $\left\langle i_{1}(\mathcal{D}), i_{2}(\mathcal{D})\right\rangle$ from two copies of hearts $\mathcal{A}^{l}$ on $\mathcal{D}=$ $\mathcal{D}^{b}(\mathcal{A})$ for $\mathcal{A}=\operatorname{Coh}(C), C$ a smooth projective curve, where $\mathcal{A}^{l}=\mathcal{P}_{\mu}(l, l+1]$ by definition 4.7.38 with $l=r$.

Lemma 4.8.24. Let $\sigma \in \Theta_{12}$ normalised with corresponding M. If $f_{1}(0)<1$ and we additionally assume that we have $\operatorname{Discr}(M) \geq 0$ and also the eigenvalues of $M$ are positive, then there is $g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that $\sigma g=\left(Z,\left(\mathcal{A}^{\uparrow}\right)^{l}\right)$, with $l \in \mathbb{R}$ and $-1<l \leq 1$. Moreover we have $\sigma \in \Theta_{1}$.

Proof. The eigenvalues are assumed to be real (by the assumption that we have $\operatorname{Discr}(M) \geq 0$ ), positive numbers. The same follows for $T_{1}$ corresponding to $f_{1}$. Let $\lambda \in \mathbb{R}$ be an eigenvalue of $T_{1}$ and $v \in \mathbb{R}^{2} \cong \mathbb{C}$ its corresponding eigenvector, in other words, $T_{1} v=\lambda v$. We consider the polar coordinates of $v=(m \cos (\phi), m \sin (\phi))$ with $\phi \in(-\pi, \pi]$ and $m \in \mathbb{R}_{>0}$ and claim that $\sigma g \in \Theta_{1}$, where $g=\left(K_{\phi}, f_{\phi}\right) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$. (For the definition of $K_{\phi}$ see A.2.1 and lemma A.2.2 for its implications, $f_{\phi}$ fulfils $f_{\phi}(0)=\frac{\phi}{\pi}$.) In other words, we want to prove that $\sigma g$ is obtained by CP-gluing via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$. We consider $\sigma_{1} g=\sigma_{\mu}\left(T_{1} K_{\phi}, f_{1} \circ f_{\phi}\right)$ where $\sigma_{1}=\sigma_{\mu}\left(T_{1}, f_{1}\right)$.

Using the compatibility between $f_{1} \circ f_{\phi}$ and $T_{1} K_{\phi}$ over $S^{1}$ and the fact that $v$ is an eigenvector, we will now prove that $f_{1} \circ f_{\phi}(0)=\phi / \pi$. As a representative for the positive real axis we choose the vector $v_{0}=(1,0)$ Since $K_{\phi} v_{0}$ is $(\cos (\phi), \sin (\phi))$ ( $K_{\phi}$ is the rotation-by- $\phi$-matrix), we therefore have $K_{\phi} v_{0}=\frac{1}{m} v$ providing us with $T_{1} K_{\phi} v_{0}=\frac{\lambda}{m} v$. This means that $T_{1} K_{\phi}$ maps the positive real axis onto the ray trough $v$, in other words, $\exp \left(i \pi f_{1} f_{\phi}(0)\right)=$ $\exp (i \phi)$. This implies $f_{1} f_{\phi}(0)=\phi / \pi+2 k$ for some $k \in \mathbb{Z}$. We now have to prove $k=0$. From $\phi \in(-\pi, \pi]$ we obtain $-1<\phi / \pi \leq 1$. Since $f_{1}$ is an increasing function and $-1<f_{1}(0)$ this implies $-2<f_{1}(-1)<f_{1}(\phi / \pi)=$ $\phi / \pi+2 k=f_{1}(\phi / \pi) \leq f_{1}(1)<2$. Therefore we obtain $k \in\{-1,0,1\}$. If $k=1$ we obtain $\phi / \pi+2<2$ which implies $\phi / \pi<0$. Then $f_{1}(\phi / \pi)<f_{1}(0)<1$ and hence $\phi / \pi+2=f(0)=f_{1}(\phi / \pi)<1$ which gives $\phi / \pi<-1$, providing a contradiction. Similarly, $k=-1$ gives a contradiction via $\phi / \pi>1$ such that we obtain $k=0$ and hence $f_{1} \circ f_{\phi}(0)=\phi / \pi$.

We now consider $\sigma_{2} g=\sigma_{\mu}\left(K_{\phi}, f_{\phi}\right)$. We obtain $f_{12}(\sigma g)(0)=0$. By lemma 3.1.16, we obtain that $\sigma g=\left(Z,\left(\mathcal{A}^{\uparrow}\right)^{l}\right), l=\phi / \pi \in(-1,1]$ is glued from $\sigma_{1} g$ and $\sigma_{2} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$.

Lemma 4.8.25. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve and $\sigma=$ $(Z, \mathcal{H}) \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right), Z \circ i_{1}=M Z_{\mu}, Z \circ i_{2}=Z_{\mu}, M=\left(\begin{array}{ll}-A & B \\ -D & C\end{array}\right), \operatorname{det}(M)>$ $0, \operatorname{det}(M+I)>0$ and

$$
i_{1}\left(\mathcal{P}_{\mu}(r, r+1]\right) \subset \mathcal{H}, i_{2}\left(\mathcal{P}_{\mu}(0,1]\right) \subset \mathcal{H}, \Delta\left(\mathcal{P}_{\mu}\left(r_{3}, r_{3}+1\right]\right) \subset \mathcal{H}
$$

where $-1<r<r_{3}<0$.
Then, for $p_{M}(x)=-D x^{2}-(A+C) x-B$

- if $0<\phi_{\mu} \leq r$ then $i_{1}(X), i_{2}(X)$ are $\sigma$-stable and $\Delta(X)$ is $\sigma$-stable if and only if $p_{M}(\mu(X))>0$,
- if $r+1<\phi_{\mu}(X) \leq r_{3}+1$ then $i_{1}(X), \Delta(X)$ are $\sigma$-stable and $i_{2}(X)$ is $\sigma$-stable if and only if $p_{M}(\mu(X))>0$,
- if $r_{3}+1<\phi_{\mu}(X) \leq 1$ then $i_{2}(X), \Delta(X)$ are $\sigma$-stable and $i_{1}(X)$ is $\sigma$-stable if and only if $p_{M}(\mu(X))>0$.

Proof. For $X \in \mathcal{A}$ stable we have

$$
\begin{gather*}
i_{1}(X) \sigma-\text { stable } \Longleftrightarrow \phi_{\sigma}(\Delta(X))<\phi_{\sigma}\left(i_{2}(X)\right)+1 \\
i_{2}(X) \sigma-\text { stable } \Longleftrightarrow \phi_{\sigma}\left(i_{1}(X)\right)<\phi_{\sigma}(\Delta(X))+1  \tag{4.55}\\
\Delta(X) \sigma-\text { stable } \Longleftrightarrow \phi_{\sigma}\left(i_{2}(X)\right)<\phi_{\sigma}\left(i_{1}(X)\right) .
\end{gather*}
$$

Moreover recall that $Z\left(r_{1}, d_{1}, r_{2}, d_{2}\right)=A d_{1}+B r_{1}-d_{2}+i\left(D d_{1}+C r_{1}+r_{2}\right)$. To prove the first part we start with the claimed equivalence and see that $0<\phi_{\mu}(X) \leq r+1$ if and only if $\mu(X) \leq \frac{C}{-D}$ if and only if $-D \mu(X) \leq C$ (since $-D>0$ ) if and only if $-D d_{X} \leq C r_{X}$ (since $\mu(x)=\frac{d_{X}}{r_{X}}$ and $r_{X}>0$ ) if and only if $0 \leq D d_{X}+C r_{X}$ if and only if $0 \leq \Im\left(Z\left(i_{1}(X)\right)\right)$. Now we have that $\Delta(X) \sigma$-stable if and only if $\phi_{\sigma}\left(i_{2}(X)\right)<\phi_{\sigma}\left(i_{1}(X)\right)$ (by 4.55) if and only if $\mu_{\sigma}\left(i_{2}(X)\right)<\mu_{\sigma}\left(i_{1}(X)\right)$ (by the slope phase correspondence) if and only if $\frac{\Re\left(Z\left(i_{2}(X)\right)\right)}{-\Im\left(Z\left(i_{2}(X)\right)\right)}<\frac{\Re\left(Z\left(i_{1}(X)\right)\right)}{-\Im\left(Z\left(i_{1}(X)\right)\right)}$ (where we can assume $\Im\left(Z\left(i_{2}(X)\right)\right), \Im\left(Z\left(i_{1}(X)\right)\right) \neq$ 0 as otherwise the $\sigma$-stability of $\Delta(X)$ is automatic). This now is equivalent to $\Re\left(Z\left(i_{2}(X)\right)\right)\left(-\Im\left(Z\left(i_{1}(X)\right)\right)\right)<\Re\left(Z\left(i_{1}(X)\right)\right)\left(-\Im\left(Z\left(i_{2}(X)\right)\right)\right)$, which is equivalent to $d_{X}\left(D d_{X}+C r_{X}\right)<-r_{X}\left(A d_{X}+B r_{X}\right)$, which is equivalent to $-D\left(\frac{d_{X}}{r_{X}}\right)^{2}-(A+C) \frac{d_{X}}{r_{X}}-B>0$, which is equivalent to $-D(\mu(X))^{2}-(A+$ C) $\mu(X)-B>0$, which is equivalent to $p_{M}(\mu(X))>0$.

To prove the stability of $i_{1}(X), i_{2}(X)$ on the other hand consider that $0<\phi_{\mu}(X) \leq r+1$ in combination with $i_{1}\left(\mathcal{P}_{\mu}(r, r+1]\right) \subset \mathcal{H}$ and $\Delta\left(\mathcal{P}_{\mu}\left(r_{3}, r_{3}+\right.\right.$ 1]) $\subset \mathcal{H}$ implies $i_{1}(X) \in \mathcal{H}$ and and $\Delta(X) \in \mathcal{H}$. Moreover we obviously have $i_{2}(X) \in \mathcal{H}$. Therefore $\phi_{\sigma}(\Delta(X))<\phi_{\sigma}\left(i_{2}(X)\right)+1$ which implies that $i_{1}(X)$ is $\sigma$-stable by 4.55) and $\phi_{\sigma}\left(i_{1}(X)\right)<\phi_{\sigma}(\Delta(X))+1$ which implies that $i_{2}(X)$ is $\sigma$-stable, again by (4.55).

To prove the second part we start with the claimed equivalence and see that $r+1<\phi_{\mu}(X) \leq r_{3}+1$ if and only if $\frac{C}{-D}<\mu(X) \leq \frac{C+1}{-D}$ if and only if $D \mu(X)+C<0 \leq D \mu(X)+C+1$ (since $-D>0$ ) if and only if $D d_{X}+C r_{X}<0 \leq D d_{X}+(C+1) r_{X}$ (since $\mu(x)=\frac{d_{X}}{r_{X}}$ and $\left.r_{X}>0\right)$ if and only if $\Im\left(Z\left(i_{1}(X)\right)\right)<0 \leq \Im(Z(\Delta(X)))$. Now we have that $i_{2}(X)$ is $\sigma$-stable if and only if $\phi_{\sigma}\left(i_{1}(X)\right)<\phi_{\sigma}(\Delta(X))+1$ (by 4.55) if and only if $\mu_{\sigma}\left(i_{1}(X)\right)<$ $\mu_{\sigma}(\Delta(X)[1])$ (by the slope phase correspondence) if and only if $\frac{\Re\left(Z\left(i_{1}(X)\right)\right)}{-\Im\left(Z\left(i_{1}(X)\right)\right)}<$
$\frac{-\Re(Z(\Delta(X)[1]))}{\Im(Z(\Delta(X)[1]))}=\frac{\Re(Z(\Delta(X)))}{-\Im(Z(\Delta(X)))}$ (where we can assume $\Im(Z(\Delta(X))) \neq 0$ as otherwise the $\sigma$-stability of $i_{2}(X)$ is automatic). This now is equivalent to $\Re\left(Z\left(i_{1}(X)\right)\right)(-\Im(Z(\Delta(X))))<-\Im\left(Z\left(i_{1}(X)\right)\right) \Re(Z(\Delta(X)))$, which is equivalent to $\left(A d_{X}+B r_{X}\right)\left(-\left(D d_{X}+(C+1) r_{X}\right)\right)<-\left(D d_{X}+C r_{X}\right)\left(A d_{X}+B r_{X}\right)$, which is equivalent to $p_{M}(\mu(X))>0$.

To prove the stability of $i_{1}(X)$ and $\Delta(X)$ on the other hand consider that $r+1<\phi_{\mu}(X) \leq r_{3}+1$ in combination with $i_{1}\left(\mathcal{P}_{\mu}(r, r+1]\right) \subset \mathcal{H}$ and $\Delta\left(\mathcal{P}_{\mu}\left(r_{3}, r_{3}+1\right]\right) \subset \mathcal{H}$ implies $i_{1}(X) \in \mathcal{H}[1]$ (such that $i_{1}(X)[-1] \in$ $\mathcal{H})$ and $\Delta(X) \in \mathcal{H}$. Moreover we obviously have $i_{2}(X) \in \mathcal{H}$. Therefore $\phi_{\sigma}(\Delta(X))<\phi_{\sigma}\left(i_{2}(X)\right)+1$ which implies that $i_{1}(X)$ is $\sigma$-stable by 4.55) and $\phi_{\sigma}\left(i_{2}(X)\right)<\phi_{\sigma}\left(i_{1}(X)\right)$ which implies that $\Delta(X)$ is $\sigma$-stable, again by (4.55).

Proving the third part, finally, is similar to the previous two cases where we now use $r_{3}+1<\phi_{\mu}(X) \leq 1$ equivalent to $\frac{C+1}{-D}<\mu(X)$ which is equivalent to $\Im(Z(\Delta(X)))<0$.

Lemma 4.8.25 has the following useful implication.
Corollary 4.8.26. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve, $\sigma=$ $(Z, \mathcal{H}) \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right), Z \circ i_{1}=M Z_{\mu}, Z \circ i_{2}=Z_{\mu}, M=\left(\begin{array}{ll}-A & B \\ -D & C\end{array}\right), \operatorname{det}(M)>$ $0, \operatorname{det}(M+I)>0$ and

$$
i_{1}\left(\mathcal{P}_{\mu}(r, r+1]\right) \subset \mathcal{H}, i_{2}\left(\mathcal{P}_{\mu}(0,1]\right) \subset \mathcal{H}, \Delta\left(\mathcal{P}_{\mu}\left(r_{3}, r_{3}+1\right]\right) \subset \mathcal{H}
$$

where $r, r_{3} \in(-1,0)$.
Then $\operatorname{Discr}(M)<0$ implies that for any stable $X \in \mathcal{A}=\mathcal{P}_{\mu}(0,1]$ we have $i_{1}(X), i_{2}(X), \Delta(X) \sigma$-stable.

Proof. We have $r<r_{3}$ since $C+1+i D \in \mathbb{R}_{>0} \exp \left(i \pi f_{3}(0)\right)$ because of the compatibility of $f_{3}$ and $T_{3}$, while $f_{1}(0)=r \in(-1,0)$ and $C+i D \in$ $\mathbb{R}_{>0} \exp \left(i \pi f_{1}(0)\right)$ implies $D<0$ such that $r=f_{1}(0)<f_{3}(0)=r_{3}$. Therefore lemma 4.8.25 applies and additionally $D<0$ provides that $p_{M}(\xi)$ for the polynomial $p_{M}$ of lemma 4.8.25 is positive for $\xi \gg 0$ (the corresponding parabola is opened above). Since $\operatorname{Discr}(M)<0$, we additionally obtain that $p_{M}(x)$ has no zeroes and therefore $p_{M}(x)>0$ which by lemma 4.8.25 finishes the proof.

Lemma 4.8.27. If $\mathcal{A}=\operatorname{Coh}(C), C$ is an elliptic curve, $\sigma=(Z, \mathcal{H}) \in \Theta_{12}$ a normalised pre-stability condition where we assume that the embedding $i_{1}(\mathcal{P}(r, r+1]) \in \mathcal{H}$ satisfies $-1<r<0$ and $X \in \mathcal{A}$ stable with $i_{1}(X)[-1] \in$ $\mathcal{H}$, then $\Delta(X)$ is stable.

Proof. If we assume $\Delta(X)$ not stable, lemma 4.5.31 provides us with the HNF/JHF triangle

$$
i_{2}(X) \rightarrow \Delta(X) \rightarrow i_{1}(X) \xrightarrow{+},
$$

therefore with $\phi_{\sigma}\left(i_{2}(X)\right) \geq \phi_{\sigma}\left(i_{1}(X)\right)$, which implies $\phi_{\sigma}\left(i_{1}(X)\right)-\phi_{\sigma}\left(i_{2}(X)\right) \leq$ 0 . As $0<\phi_{\sigma}\left(i_{2}(X)\right) \leq 1$, this gives $\phi_{\sigma}\left(i_{1}(X)\right) \leq 1$, contradicting our hypothesis since $i_{1}(X)[-1] \in \mathcal{H}$ implies $1<\phi_{\sigma}\left(i_{1}(X)\right) \leq 2$.

Remark 4.8.28. Note that the discriminant of the quadratic polynomial $D d^{2}+$ $(A+C) d+B$ is given by $(A+C)^{2}-4 B D=\operatorname{Discr}(M)$, in other words, it equals that of $p(x)$.

Lemma 4.8.29. Let $\mathcal{A}=\operatorname{Coh}(C)$, where $C$ is an elliptic curve, $\sigma=(Z, \mathcal{H}) \in$ $\Theta_{12}$ a normalised pre-stability condition with corresponding $M$ and eigenvalues $\lambda_{1}, \lambda_{2}$ of $M$. Assume $r<0$ and $\operatorname{Discr}(M) \geq 0$. If $X \in \mathcal{A}$ stable, $\lambda_{1}, \lambda_{2}<0$ and $i_{1}(X) \in \mathcal{H}$, then

$$
-D \mu(X)^{2}-(A+C) \mu(X)-B>0 .
$$

Proof. We consider the polynomial $q(x)=D x^{2}+(A+C) x+B$. As the discriminant of $q(x)$ is $\operatorname{Discr}(M) \geq 0$, the polynomial $q(x)$ has real roots $\mu_{1}, \mu_{2} \in \mathbb{R}$. Assume that $\mu_{1} \leq \mu_{2}$. Since for $i \in\{1,2\}$ we have $\lambda_{i}=\frac{1}{2}(C-$ $A \pm \sqrt{\operatorname{Discr}(M)})$ and $\mu_{i}=\frac{-A-C \pm \sqrt{\operatorname{Discr}(M)}}{2 D}$ we have $\mu_{i}=\frac{\lambda_{i}}{D}-\frac{C}{D}$. Since $\lambda_{i}<0$ and $r<0$ provides $D<0$ this implies $\mu_{i}>-\frac{C}{D}$. Since $D<0$ the parabola $q(x)$ is opened at the bottom such that $q(x)<0$ for all $x<\mu_{1} \leq \mu_{2}$. Since we have $\mu(x) \leq-\frac{C}{D}$ by lemma 4.8 .25 we have $\mu(x) \leq-\frac{C}{D}<\mu_{1}$ such that $q(\mu(X))<0$. The proof is finished.

Corollary 4.8.30. If $\mathcal{A}=\operatorname{Coh}(C), C$ is an elliptic curve, $\sigma=(Z, \mathcal{H}) \in \Theta_{12}$ a normalised pre-stability condition with corresponding $M$ and eigenvalues $\lambda_{1}, \lambda_{2}$ of $M$ where we assume that the embedding $i_{1}(\mathcal{P}(r, r+1]) \in \mathcal{H}$ satisfies $-1<r<0, \lambda_{1}, \lambda_{2}<0$, then $\Delta(X)$ is $\sigma$-stable for all stable $X \in \mathcal{A}$. Moreover, $\sigma$ is in $\Theta_{23}$ and $\Theta_{31}$.

Proof. From $-1<r<0$ we obtain that either $i_{1}(X)[-1] \in \mathcal{H}$, in which case we obtain the result from lemma 4.8.27, or $i_{1}(X) \subset \mathcal{H}$, in which case it follows by applying lemma 4.8 .29 and after that lemma 4.8.25. Now, $\sigma \in \Theta_{23} \cap \Theta_{31}$ follows by definition.

Lemma 4.8.31. If $\mathcal{A}=\operatorname{Coh}(C), C$ is an elliptic curve, $\sigma=(Z, \mathcal{H})$ a normalised pre-stability condition where we assume that the embedding $i_{1}(\mathcal{P}(r, r+$ 1]) $\in \mathcal{H}$ satisfies $-1<r<0, \lambda_{1}, \lambda_{2}<0$, then there is a $t \in \mathbb{R}$ with $f_{31}(\sigma)(t)=1$ such that $\sigma \in \Theta_{3}$.

Proof. Assume there is a $t \in \mathbb{R}$ with $f_{31}(\sigma)(t)=1$. By lemma 4.8.21 we have $\Theta_{3} \subset \Theta_{31}$ and corollary 4.8.30 implies $\sigma \in \Theta_{31}$. Moreover, the assumption is, by definition of $f_{31}$ made in 4.8.9, that $f_{3}(t)-f_{1}(t)=1$ and therefore $f_{1}(t)=f_{3}(t)-1$. Proving $\sigma \in \Theta_{3}$ means finding $g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that $\sigma g$ satisfies the gluing conditions in question. Let $g=\left(K_{t \pi}, f_{t \pi}\right) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ (see section A. 2 for the definition of $K_{t \pi}$ ) and obtain

$$
\begin{array}{r}
f_{1} \circ f_{t \pi}(0)=f_{1}(t)=f_{3}(t)-1 \text { as well as } f_{3} \circ f_{t \pi}(0)=f_{3}(t) \text { which implies } \\
f_{31}(\sigma g)(0)=f_{3} \circ f_{t \pi}(0)-f_{1} \circ f_{t \pi}(0)=f_{3}(t)-\left(f_{3}(t)-1\right)=1 .
\end{array}
$$

Hence, the condition for CP-gluing via the semiorthogonal decomposition $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ is fulfilled and like in the proof of lemma 4.8.13, we obtain $\sigma \in$ $\Theta_{3}$.

Remark 4.8.32. Note that lemma 4.8.31 in fact is an "if and only if". The general idea how to prove this is that one considers a $g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that for $\sigma g$ the condition for CP-gluing via the semiorthogonal decomposition $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ is fulfilled and where, since non-rotations do not change the heart, $g=\left(K_{l \pi}, f_{l \pi}\right), l \in \mathbb{R}$ can be chosen. One can subsequently prove that we obtain $f_{3}(l)=f_{3} \circ f_{l \pi}(0) \geq f_{1} \circ f_{l \pi}(0)=l+1$. We have $f_{31}(\sigma)(0)=d<1$ by assumption and $f_{31}(\sigma)(1)=e \geq 1$ which, in combination with the fact that $f_{31}$ is continuous, by the intermediate value theorem, provides a $t \in \mathbb{R}$ such that $f_{31}(\sigma)(t)=1$, such that the proof is finished. However we do not need this implication here.

Lemma 4.8.33. Let $\mathcal{A}=\operatorname{Coh}(C)$, where $C$ is an elliptic curve, $\sigma=(Z, \mathcal{H})=$ $\sigma_{\mu}(T, f)$ a normalised pre-stability condition with corresponding $M$ and eigenvalues $\lambda_{1}, \lambda_{2}$ of $M$ and $\operatorname{Discr}(M) \geq 0$ as well as $\operatorname{det}(M+I)>0$. If we assume that the embedding $i_{1}(\mathcal{P}(r, r+1]) \in \mathcal{H}$ satisfies $-1<r<0, \lambda_{1}, \lambda_{2}<0$, then we have

1. if $0>\lambda_{1}, \lambda_{2}>-1$, then $\sigma \in \Theta_{3}$.
2. if $\lambda_{1}, \lambda_{2}<-1$, then $\sigma \in \Theta_{2}$.

Proof. We will prove that $0>\lambda_{1}, \lambda_{2}>-1$ implies $\sigma \in \Theta_{3}$. The case of $\sigma \in \Theta_{2}$ for $\lambda_{1}, \lambda_{2}<-1$ is similar. Let $f_{3}$ such that $\left(T_{3}, f_{3}\right) \in \widetilde{\mathrm{GL}_{2}^{+}}(\mathbb{R})$ and $f_{3}(0) \in(-1,1], \sigma_{3}=\sigma_{\mu}\left(T_{3}, f_{3}\right)$ and $\beta$ be an eigenvalue of $T_{3}=(M+I)^{-1}$ (which exists since $\operatorname{det}(M+I)>0$ such that $M+I$ is invertible), then $\beta=\frac{1}{\lambda+1}$ where $\lambda$ is an eigenvalue of $M$. Therefore $\beta>1$ and - in particular positive. Let $w=m(\cos (\theta), \sin (\theta)), \theta \in(-\pi, \pi]$ be an eigenvector of $T_{3}$ which has $\beta$ as its eigenvalue. Then, by linearity, $v=(\cos (\theta), \sin (\theta)), \theta \in(-\pi, 0]$
is an eigenvector. Note that $v$ being an eigenvector of $T_{3}$ is an eigenvector of $T$ as well. Consider $\sigma_{3} g$ where $g=\left(K_{\theta}, f_{\theta}\right) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$. We investigate $f_{3} \circ f_{\theta}(0)=f_{3}\left(\frac{\theta}{\pi}\right)$ The compatibility between Matrix and function now gives $\beta \exp (i \theta)=d \exp \left(i \pi f_{3}\left(\frac{\theta}{\pi}\right)\right), d \in \mathbb{R}_{>0}$. Since $\beta>0$ we obtain $\exp (i \theta)=$ $\exp \left(i \pi f_{3}\left(\frac{\theta}{\pi}\right)\right)$ which gives $i \theta+2 k i \pi=i \pi f_{3}\left(\frac{\theta}{\pi}\right)$ for a $k \in \mathbb{Z}$. Define $t=\frac{\theta}{\pi}$ such that we have $f_{3}(t)=t+2 k$.

Now let $\sigma_{1}=\sigma_{\mu}\left(T, f_{1}\right)$ and consider $\sigma_{1} g$. Similar to before we obtain $1 / \lambda \exp (i t \pi)=e \exp \left(i \pi f_{1}(t)\right), e \in \mathbb{R}_{>0}$ using $T v=\frac{1}{\lambda} v$. Since $\lambda<0$ we obtain

$$
\begin{aligned}
-\exp (i t \pi)= & \exp \left(i \pi f_{1}(t)\right) \text { and hence }-1=\frac{\exp \left(i \pi f_{1}(t)\right)}{\exp (i t \pi)} \text {, such that } \\
& -1=\exp \left(i \pi f_{1}(t)-i t \pi\right) . \text { Hence }-1=\exp \left(i \pi\left(f_{1}(t)-t\right)\right)
\end{aligned}
$$

such that we now end up with $f_{1}(t)=t+2 l+1$ for an $l \in \mathbb{Z}$.
Hence, we now have $f_{31}(\sigma)(t)=f_{3}(t)-f_{1}(t)=2(k-l)-1$. We obtain from $\theta \in[\pi, 0)$ that $-1<t \leq 0$ and applying $f_{1}$ and $f_{3}$ to this gives, since both are increasing functions, $f_{1}(-1)<f_{1}(t) \leq f_{1}(0)$ as well as $f_{3}(-1)<$ $f_{3}(t) \leq f_{3}(0)$. We have $f_{1}(0)=r<0$ and $f_{1}(-1)=r-1>-2$ since $-1<r<0$ as well as $f_{3}(0)=r_{3}<0$ and $f_{3}(-1)=r_{3}-1>-2$ since $-1<r_{3}<0$, which is seen from the fact that $M+I=\left(\begin{array}{cc}1-A & B \\ -D & C+1\end{array}\right)$ such that $C+1+i D \in \mathbb{R}_{>0} \exp \left(i \pi f_{3}(0)\right)$ because of the compatibility of $f_{3}$ and $T_{3}$, while $f_{1}(0)=r \in(-1,0)$ and $C+i D \in \mathbb{R}_{>0} \exp \left(i \pi f_{1}(0)\right)$ implies $D<0$ such that $f_{3}(0) \in(-1,1]$ now gives $f_{3}(0) \in(-1,0)$. Using $f_{1}(t)=t+2 l+1$ and $f_{3}(t)=t+2 k$ we now arrive at $-2<t+2 l+1<0$ and at $-2<t+2 k<0$, therefore $-2-2 l-1<t<-2 l-1$ and $-2-2 k<t<-2 k$. Since $-1<t \leq 0$ we now have $-1<-2 l-1$ and $-2-2 l-1<0$, which provides $-\frac{3}{2}<l<0$. Therefore $l=-1$ and similarly we see that $k=0$. hence, $\left.f_{31}(\sigma)(t)\right)=2(k-l)-1=1$ and by lemma 4.8.31 the proof is finished.

Lemma 4.8.34. If $\operatorname{det}(M+I)>0$ and $\operatorname{Discr}(M) \geq 0$ then for the eigenvalues $\lambda_{1}, \lambda_{2}$ of $M$ with $\lambda_{1}, \lambda_{2}<0$ we have either $\lambda_{1}, \lambda_{2}<-1$ or $\lambda_{1}, \lambda_{2}>-1$.

Proof. We have $\lambda_{1}=\frac{1}{2}(\operatorname{Tr}(M)-\sqrt{\operatorname{Discr}(M)})$ as well as $\lambda_{2}=\frac{1}{2}(\operatorname{Tr}(M)+$ $\sqrt{\operatorname{Discr}(M)})$. Now, $0<\operatorname{det}(M+I)=\operatorname{det}(M)+1+\operatorname{Tr}(M)$ such that $-\operatorname{det}(M)<1+\operatorname{Tr}(M)$. Hence,

$$
\begin{gathered}
\quad \operatorname{Discr}(M)=\operatorname{Tr}(M)^{2}-4 \operatorname{det}(M)<\operatorname{Tr}(M)^{2}+4(\operatorname{Tr}(M)+1) \\
=\operatorname{Tr}(M)^{2}+4 \operatorname{Tr}(M)+4=(-\operatorname{Tr}(M)-2)^{2}=(\operatorname{Tr}(M)+2)^{2} .
\end{gathered}
$$

Since $0 \leq \operatorname{Discr}(M)$ we obtain $\operatorname{Tr}(M) \neq 2$ and distinguish two cases.

1. If

$$
\operatorname{Tr}(M)<-2
$$

then $-\operatorname{Tr}(M)-2>0$ and $\sqrt{\operatorname{Discr}(M)}<-\operatorname{Tr}(M)-2$ such that we have $\lambda_{1} \leq \lambda_{2}<-1$.
2. If

$$
\operatorname{Tr}(M)>-2
$$

then $-\operatorname{Tr}(M)+2>0$ and $\sqrt{\operatorname{Discr}(M)}<\operatorname{Tr}(M)+2$ such that we have $-1<\lambda_{1} \leq \lambda_{2}$.

Lemma 4.8.35. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. We have $\Gamma \subset \Theta_{12} \cap \Theta_{23} \cap \Theta_{31}$.

Proof. We can apply corollary 4.8.26 since for $\sigma \in \Gamma$ we have $\operatorname{Discr}(M)<0$ and therefore the conditions of corollary 4.8.26 are fulfilled by lemma 4.7.39,

Theorem 4.8.36. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. We have

$$
\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=\Theta_{1} \cup \Theta_{2} \cup \Theta_{3} \cup \Gamma
$$

Proof. By theorem 4.5.29, we have that $\sigma \in \Theta_{12} \cup \Theta_{23} \cup \Theta_{31}$. Via (4.35) we obtain that

$$
\begin{equation*}
S_{\mathcal{D}^{\uparrow}}\left(\Theta_{12}\right) \subset \Theta_{23}, S_{\mathcal{D}^{\uparrow}}\left(\Theta_{23}\right) \subset \Theta_{31}, S_{\mathcal{D}^{\dagger}}\left(\Theta_{31}\right) \subset \Theta_{12} \tag{4.56}
\end{equation*}
$$

and additionally, using $\left(S_{\mathcal{D} \uparrow} \sigma\right) g=S_{\mathcal{D} \uparrow}(\sigma g), g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ provided by the fact that $S_{\mathcal{D} \uparrow}$ is an autoequivalence, that

$$
\begin{equation*}
S_{\mathcal{D}^{\uparrow}}\left(\Theta_{1}\right) \in \Theta_{2}, S_{\mathcal{D}^{\uparrow}}\left(\Theta_{2}\right) \in \Theta_{3}, S_{\mathcal{D}^{\uparrow}}\left(\Theta_{1}\right) \in \Theta_{1} . \tag{4.57}
\end{equation*}
$$

Now, let $\sigma^{\prime} \in \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=\Theta_{12} \cup \Theta_{23} \cup \Theta_{31}$. If $\sigma^{\prime} \in \Theta_{12}$, define $\sigma^{\prime \prime}:=\sigma^{\prime}$. If $\sigma^{\prime} \in \Theta_{31}$ define $\sigma^{\prime \prime}:=S_{\mathcal{D}^{\uparrow}}\left(\sigma^{\prime}\right)$. If $\sigma^{\prime} \in \Theta_{23}$ define $\sigma^{\prime \prime}:=\left(S_{\mathcal{D}^{\uparrow}}\right)^{2}\left(\sigma^{\prime}\right)$. Hence $\sigma^{\prime \prime} \in \Theta_{12}$ by 4.56). Let $\sigma=\sigma^{\prime \prime} g, g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that $\sigma$ normalised - its existence is granted by proposition 4.8.11. In other words, $\sigma=(Z, \mathcal{H})$ such that $Z \circ i_{1}=M Z_{\mu}, Z \circ i_{2}=Z_{\mu}, \operatorname{det}(M)>0,-1<r$ and $i_{1}(\mathcal{P}(r, r+1]) \subset \mathcal{H}$ as well as $i_{2}(\mathcal{P}(0,1]) \subset \mathcal{H}$. We can reduce our investigation to these prestability conditions, because the sets $\Theta_{i}$ and $\Gamma$, for $i=1,2,3$ are defined up to the $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$-action. If $f(0) \geq 0$, then by lemma 4.8.13, we obtain $\sigma \in \Theta_{1}$. If $-1<f(0)<0, \sigma$ is obtained by tilting - but might yet still be in any of the
$\Theta_{i}$ also. We distinguish two cases - one where $\operatorname{Discr}(M) \geq 0$ and one where $\operatorname{Discr}(M)<0$. If $\operatorname{Discr}(M) \geq 0$, with positive eigenvalues then by lemma 4.8 .24 we get $\sigma \in \Theta_{1}$. If the eigenvalues are smaller than -1 , then we have that $\sigma \in \Theta_{3}$ by lemma 4.8.33. If the eigenvalues are between 0 and -1 , which by lemma 4.8 .34 is the only remaining case then, again by lemma 4.8.33, we obtain that $\sigma \in \Theta_{2}$. In other words, $\sigma \in \Theta_{1} \cup \Theta_{2} \cup \Theta_{3}$ and, applying $g^{-1}$, we have $\sigma^{\prime \prime} \in \Theta_{1} \cup \Theta_{2} \cup \Theta_{3}$. Therefore, by (4.57), we obtain $\sigma^{\prime} \in \Theta_{1} \cup \Theta_{2} \cup \Theta_{3}$.

Finally, if $\operatorname{Discr}(M)<0$ then by lemma 4.8.14, $\Delta(\mathbb{C}(x))$ is $\sigma$-stable $(r<$ 0 ) and therefore by lemma 4.8.16, $\sigma \in \Gamma$, implying $\sigma^{\prime \prime} \in \Gamma$ by the definition of $\Gamma$. Since $\Gamma \subset \Theta_{12} \cap \Theta_{23} \cap \Theta_{31}$ by lemma 4.8.35, we have $\sigma \in \Theta_{12} \cap \Theta_{23} \cap \Theta_{31}$ which implies $\sigma \in \Theta_{12}$, therefore $\sigma^{\prime \prime}=\sigma^{\prime}$ by definition of $\sigma^{\prime \prime}$, in other words $\sigma^{\prime} \in \Gamma$. The proof is finished.

We will finish this subsection by introducing the useful proposition 4.8.38 following.

Lemma 4.8.37. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. Then

$$
\left(\Theta_{1} \cup \Theta_{2} \cup \Theta_{3}\right) \cap \Gamma=\emptyset .
$$

Proof. Let $\sigma \in\left(\Theta_{1} \cup \Theta_{2} \cup \Theta_{3}\right) \cap \Gamma$, then as $\sigma \subset \Gamma \subset \Theta_{12} \cap \Theta_{23} \cap \Theta_{31}$ by lemma 4.8.35 we have $\sigma \in \Theta_{12}$ and can without loss of generality assume $\sigma$ to be normalised $\left(\Theta_{1}, \Theta_{2}, \Theta_{3}\right.$ and $\Gamma$ defined up to the $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$-action). Also we obtain from lemmas 4.8.14 and 4.8.15 that $r<0$ and that $\operatorname{det}(M+I)>0$. Hence $f_{1}, f_{2}$ and $f_{3}$ are defined with $M_{1}=M, M_{2}=I$ and $M_{3}=M+I$.

We now distinguish the cases $\sigma \in \Theta_{1}, \sigma \in \Theta_{2}$ and $\sigma \in \Theta_{3}$.

1. If $\sigma \in \Theta_{1}$ then there is a $g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that $\sigma g$ has a heart obtained by CP-gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ and hence $\sigma_{1} g$ and $\sigma_{2} g$ (where $\sigma_{1}, \sigma_{2} \in \operatorname{Stab}(\mathcal{D})$ are the usual stability conditions associated with $\sigma$ ) satisfy the CP-gluing condition with regard to $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$. Without loss of generality we can assume $g=\left(K_{\pi t}, f_{\pi t}\right)$. Then the hearts of $\sigma_{1} g$ and $\sigma_{2} g$ are $\mathcal{A}^{f_{1}(t)}$ and $\mathcal{A}^{f_{2}(t)}$ where $f_{i}$ are associated to $\sigma_{i}$. The gluing condition is now $f_{1}(t) \geq f_{2}(t)$. We also have $f_{1}(0)=r<f_{2}(0)=0$ ( $\sigma \in \Gamma$ and normalised). The continuity of $f_{1}(x)-f_{2}(x)$ now implies the existence of an $s \in \mathbb{R}$ such that $f_{1}(s)=f_{2}(s)=s$. The compatibility condition of $\left(M_{1}^{-1}, f_{1}\right) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ means that there is a $\lambda \in \mathbb{R}$ such that

$$
M_{1} \exp \left(i \pi f_{1}(s)\right)=\lambda \exp (i \pi s)(\text { this is } M v=\lambda)
$$

and hence

$$
M_{1} \exp (i \pi s)=\lambda \exp (i \pi s)(M v=\lambda)
$$

which means that $M_{1}$ has (at least) one real eigenvalue and therefore, by definition $\sigma \notin \Gamma$.
2. If $\sigma \in \Theta_{2}$ we proceed similar as before to obtain $f_{2}(t) \geq f_{3}(t)+1$. From lemmas 4.8.16 and 4.7.39 we obtain $f_{1}(0), f_{3}(0) \in(-1,0)$. This implies $D<0$ and because $f_{1}(0), f_{3}(0)$ are the directions of $C+D i$ and $C+1+D i$, respectively, we have

$$
\begin{equation*}
-1<f_{1}(0)<f_{3}(0)<0 \tag{4.58}
\end{equation*}
$$

Hence $0=f_{2}(0)<f_{3}(0)+1$ and and continuity of $f_{2}(x)-f_{3}(x)$ gives $s \in \mathbb{R}$ with $f_{2}(s)=f_{3}(s)+1$ such that $f_{3}(s)=s-1$. The compatibility condition of $\left(M_{3}^{-1}, f_{3}\right) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ means that there is a $\lambda \in \mathbb{R}$ such that

$$
M_{1} \exp \left(i \pi f_{1}(s)\right)=\lambda \exp (i \pi s)(M v=\lambda)
$$

and, similar to the previous case we obtain $(M+I) v=\lambda v$ and hence $M v=(-1-\lambda) v$ such that $-1-\lambda \in \mathbb{R}$ is an eigenvalue of $M$ and we argue as before.
3. If $\sigma \in \Theta_{3}$ we use $f_{3}(t) \geq f_{1}(t)+1$ as well as $f_{3}(0)<f_{1}(0)+1$ from (4.58) to obtain $s \in \mathbb{R}$ with $f_{3}(s)=f_{1}(s)+1$. Since $\left(M_{3}^{-1}, f_{3}\right),\left(M_{1}^{-1}, f_{1}\right) \in$ $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ there are positive real numbers $\alpha, \beta$ such that

$$
(M+I) \exp \left(i \pi f_{3}(s)\right)=\alpha \exp (i \pi s) \text { and } M \exp \left(i \pi f_{1}(s)\right)=\beta \exp (i \pi s)
$$

Writing $v=\exp \left(i \pi f_{1}(s)\right)$ and $\lambda=\frac{\alpha}{\beta} \in \mathbb{R}_{>0}$ and we obtain $(M+$ $I)(-v)=\lambda M v$ such that $M v=-\frac{1}{\lambda+1} M$. Hence, since $\lambda>0$ we - once again - found a real eigenvalue of $M$.

We obtain $\sigma \notin \Gamma$ if $\sigma \in \Theta_{i}$ for $i \in\{1,2,3\}$ and the proof is finished.
Proposition 4.8.38. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. Then

$$
S_{\mathcal{D} \uparrow}(\Gamma) \subset \Gamma
$$

Proof. Assume $\sigma \in \Gamma$. If $S_{\mathcal{D}^{\uparrow}}(\sigma) \notin \Gamma$ then $S_{\mathcal{D}_{\uparrow}}(\sigma) \in \Theta_{1} \cup \Theta_{2} \cup \Theta_{3}$ and hence $\sigma \in \Theta_{1} \cup \Theta_{2} \cup \Theta_{3}$ such that $\sigma \in\left(\Theta_{1} \cup \Theta_{2} \cup \Theta_{3}\right) \cap \Gamma=\emptyset$ by lemma 4.8.37, we obtain a contradiction.

### 4.9 Support property

The support property (definition 2.5.43) depends on a quadratic form. We will now prove its holding for CP-glued pre-stability conditions. We start by proving it for pre-stability conditions under a stronger orthogonality condition.

Lemma 4.9.1. If a pair $\sigma=(Z, \mathcal{H})$ is a pre-stability condition on $\mathcal{D}^{\uparrow}$ obtained by CP-gluing from stability conditions $\sigma_{1}, \sigma_{2}$ with regard to $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$, satisfying that $\operatorname{Hom}_{\mathcal{D} \uparrow}^{\leq 1}\left(i_{1}\left(\mathcal{H}_{1}\right), i_{2}\left(\mathcal{H}_{2}\right)\right)=0$ (or equivalently $f(0) \geq 1$ ), then it satisfies the support property and as consequence, is a Bridgeland stability condition.

Proof. We use the notation $Z_{1}([E])=Z_{1}\left(\left[\lambda_{1}(E)\right]\right)$ and $Z_{2}([E])=Z_{2}\left(\left[\rho_{2}(E)\right]\right)$. We can linearly extend $Z$ and the homomorphism induced by the exact functors $\lambda_{1}, \rho_{2}$ to $\mathcal{N}\left(\mathcal{D}^{\uparrow}\right) \otimes \mathbb{R} \cong \mathbb{R}^{4}$. We define the quadratic form

$$
Q: \mathcal{N}\left(\mathcal{D}^{\uparrow}\right) \otimes \mathbb{R} \rightarrow \mathbb{R} \text { as } Q(v)=\Im\left(Z_{1}(v)\right) \Im\left(Z_{2}(v)\right)+\Re\left(Z_{1}(v)\right) \Re\left(Z_{2}(v)\right)
$$

where $\Re(v)$ and $\Im(v)$ are the real and the imaginary part of $Z_{i}(v) \in \mathbb{C}, i \in$ $\{1,2\}$ respectively. By the linearity of $Z$, it is clear that $Q$ is a quadratic form. We first show that it is negative definite on $\operatorname{ker}(Z)=\left\{v \in \mathbb{R}^{4} \mid\right.$ $\Re\left(Z_{1}(v)\right)=-\Re\left(Z_{2}(v)\right)$ and $\left.\Im\left(Z_{1}(v)\right)=-\Im\left(Z_{2}(v)\right)\right\}$. To see this, we now consider $Q(v)=-\Im\left(Z_{1}(v)\right)^{2}-\Re\left(Z_{1}(v)\right)^{2} \leq 0$, for $v \in \operatorname{ker}(Z)$. If, on the other hand, $Q(v)=0$, we obtain $Z_{2}(v)=Z_{1}(v)=0$. This implies $v=0$.

Let $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{H}$ be a $\sigma$-stable object - by lemma 2.5.46 it is enough to show that $Q(E) \geq 0$ for $\sigma$-stable objects. Let $[\varphi]$ be the morphism in $\operatorname{Hom}_{\mathcal{D}}\left(E_{1}, E_{2}\right)$ that is induced by the object $E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{D}^{\uparrow}$. Since $\sigma$ is a CP-glued pre-stability condition, by the definition of a heart obtained by CP-gluing from $\left(\mathcal{H}_{1}, \mathcal{H}_{2}\right)$ via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$, we have that $E_{1} \in \mathcal{H}_{1}$ and $E_{2} \in \mathcal{H}_{2}$. Since $[\varphi] \in \operatorname{Hom}_{\mathcal{D}}\left(E_{1}, E_{2}\right)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1}\left(E_{1}\right), i_{2}\left(E_{2}\right)[1]\right)$ and - by hypothesis - we have $\operatorname{Hom}_{\mathcal{D}^{\dagger}}\left(i_{1}\left(E_{1}\right), i_{2}\left(E_{2}\right)[1]\right)=0$, we obtain that $[\varphi]=0$. Therefore, applying corollary 4.5.6 we have $E=i_{1}\left(\lambda_{1}(E)\right) \oplus i_{2}\left(\rho_{2}(E)\right)$ and this gives us $E=i_{1}\left(\lambda_{1}(E)\right) \oplus i_{2}\left(\rho_{2}(E)\right) \cong i_{1}\left(E_{1}\right) \oplus i_{2}\left(E_{2}\right)$. Since $E$ is stable, this implies either $i_{1}\left(\lambda_{1}(E)\right)=0$ such that $Z_{1}(E)=0$ or $i_{2}\left(\rho_{2}(E)\right)$ such that $Z_{2}(E)=0$ either of which provides $Q=0$.

Lemma 4.9.2. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. Let $\sigma=(Z, \mathcal{H})$ be a stability condition on $\mathcal{D}^{\uparrow}$ obtained from CP-gluing stability conditions $\sigma_{1}, \sigma_{2}$ with $\sigma_{1}=\sigma_{2} g$ via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$. Assume $f(0)=0$. Let

$$
\begin{aligned}
& d_{2}=-\Re\left(Z_{2}\left(\left[\rho_{2}(E)\right]\right)\right), d_{1}=-\Re\left(Z_{2}\left(\left[\lambda_{1}(E)\right]\right)\right), \\
& r_{2}=\Im\left(Z_{2}\left(\left[\rho_{2}(E)\right]\right)\right) \text { and } r_{1}=\Im\left(Z_{2}\left(\left[\lambda_{1}(E)\right]\right)\right) .
\end{aligned}
$$

where $Z_{2}$ is the stability function associated with $\sigma_{2}$. If we have $E=E_{1} \xrightarrow{\varphi}$ $E_{2} \in \mathcal{H}$ with $r_{1}>0, r_{2}>0$ a $\sigma$-stable object and $[\varphi] \neq 0$, then

$$
-B \geq(A+C) \mu_{\sigma}(E)
$$

Proof. We have that $\varphi$ is a complex-morphism over $\mathcal{A}$ and $[\varphi]$ the associated morphism in $\mathcal{D}$, in other words $[\varphi] \in \operatorname{Hom}_{\mathcal{D}}\left(\lambda_{1}(E), \rho_{2}(E)\right)$. By lemma 3.1.5 we have $E_{1}=\lambda_{1}(E) \in \mathcal{H}_{1}$ and $E_{2}=\rho_{2}(E) \in \mathcal{H}_{2}$ where $\mathcal{H}_{1}, \mathcal{H}_{2}$ are the hearts associated with $\sigma_{1}$ and $\sigma_{2}$. Since $f(0)=0$ we also have $\mathcal{H}_{1}=\mathcal{H}_{2}$. We consider a short exact sequence in $\mathcal{H}_{1}$ constructed following. Since $\mathcal{H}_{1}$ is an abelian category, we can compute $\operatorname{ker}([\varphi]), \operatorname{coker}([\varphi]) \in \mathcal{H}_{1}$ and by the definition of $\mathcal{H}$, we have morphisms

$$
\begin{equation*}
E \rightarrow i_{1}(\operatorname{im}(\varphi)) \text { and } i_{2}(\operatorname{im}(\varphi)) \hookrightarrow E . \tag{4.59}
\end{equation*}
$$

Let $Z_{2}(\operatorname{im}([\varphi]))=-d_{1}^{\prime \prime}+r_{1}^{\prime \prime} i$. We have that $r_{1}^{\prime \prime} \neq 0$, as $r_{1}^{\prime \prime}=0$, would imply $\phi_{\sigma}\left(i_{2}(\operatorname{im}([\varphi]))\right)=1$, and by the $\sigma$-stability of $E$ we would therefore get $1=\phi_{\sigma}\left(i_{2}(\operatorname{im}([\varphi]))\right) \leq \phi_{\sigma}(E) \leq 1$, giving $\Im(Z(E))=0$. This - on the other hand - would imply that $r_{1}=0$ or $r_{2}=0$, which contradicts our assumption.

From 4.59), combined with the correspondence between slope and phase, we obtain

$$
\frac{d_{1}^{\prime \prime}}{r_{1}^{\prime \prime}} \leq \mu_{\sigma}(E) \text { and } \mu_{\sigma}(E) \leq \frac{-A d_{1}^{\prime \prime}-B r_{1}^{\prime \prime}}{C r_{1}^{\prime \prime}}
$$

therefore, using $-A, C>0$, we have $\mu_{\sigma}(E) \leq \frac{-A}{C} \frac{d_{1}^{\prime \prime}}{r_{1}^{\prime \prime}}-\frac{B}{C} \leq \frac{-A}{C} \mu_{\sigma}(E)-\frac{B}{C}$, in other words, $\mu_{\sigma}(E) \leq \frac{-A}{C} \mu_{\sigma}(E)-\frac{B}{C}$ and conclude $\mu_{\sigma}(E)(A+C) \leq-B$.
Lemma 4.9.3. If, under the conditions of lemma 4.9.2 with $r_{1}>0, r_{2}>0$ and $[\varphi] \neq 0$, then

$$
-A d_{1}+d_{2}-\mu_{\sigma}(E)\left(r_{2}-A r_{1}\right) \leq 0
$$

Proof. We have

$$
\mu_{\sigma}(E)=\frac{-A d_{1}+d_{2}-B r_{1}}{C r_{1}+r_{2}}=\frac{-A d_{1}+d_{2}}{C r_{1}+r_{2}}+\frac{-B r_{1}}{C r_{1}+r_{2}} .
$$

By Lemma 4.9.2, we obtain

$$
\mu_{\sigma}(E) \geq \frac{-A d_{1}+d_{2}}{C r_{1}+r_{2}}+(A+C) \frac{\mu_{\sigma}(E) r_{1}}{C r_{1}+r_{2}}
$$

using $r_{1}>0, r_{2}>0$ and $C>0$, which implies

$$
\mu_{\sigma}(E)\left(r_{2}-A r_{1}\right) \geq-A d_{1}+d_{2}
$$

and therefore gives the claim.

Lemma 4.9.4. If, under the conditions of lemma 4.9.3, $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{H}$ with $r_{1}>0, r_{2}>0$ with $[\varphi] \neq 0$ is a $\sigma$-stable object, then

$$
\left(r_{2}-r_{1}\right) \mu_{\sigma}(E) \leq d_{2}-d_{1} .
$$

Proof. Recall our explanations regarding $\varphi$ at the start of the proof of lemma 4.9.2. We first consider the case $\operatorname{ker}([\varphi])=0$, providing us with the exact sequence $0 \rightarrow \Delta\left(E_{1}\right) \rightarrow E \rightarrow i_{2}(\operatorname{coker}([\varphi])) \rightarrow 0$. By the $\sigma$-stability of $E$, we obtain $\mu_{\sigma}(E) \leq \frac{d_{2}-d_{1}}{r_{2}-r_{1}}$, which implies the desired result given by the fact that $\operatorname{ker}([\varphi])=0$ implies $r_{2} \geq r_{1}$ and hence $r_{2}-r_{1} \geq 0$.

Next, we consider the case $\operatorname{coker}([\varphi])=0$, where we have the exact sequence $0 \rightarrow i_{1}(\operatorname{ker}([\varphi])) \rightarrow E \rightarrow \Delta\left(E_{2}\right) \rightarrow 0$. We obtain

$$
\mu_{\sigma}(E) \geq \frac{-A\left(d_{1}-d_{2}\right)-B\left(r_{1}-r_{2}\right)}{C\left(r_{1}-r_{2}\right)}=\frac{-A\left(d_{1}-d_{2}\right)}{C\left(r_{1}-r_{2}\right)}+\frac{-B}{C} .
$$

Lemma 4.9.2 gives $\mu_{\sigma}(E) \geq \mu_{\sigma}(E)+\mu_{\sigma}(E) \frac{A}{C}-\frac{A\left(d_{1}-d_{2}\right)}{C\left(r_{1}-r_{2}\right)}$, Since $-A, C \geq 0$, (from $f(0)=0$ and $D=0$ ) we obtain

$$
\mu_{\sigma}(E) \geq \frac{d_{1}-d_{2}}{r_{1}-r_{2}} .
$$

Since now $r_{(\operatorname{ker}([\varphi]))}=r_{1}-r_{2}$ where $r_{(\operatorname{ker}([\varphi]))}=\Im\left(Z \circ i_{2}(\operatorname{ker}([\varphi]))\right.$ and $\operatorname{ker}([\varphi]) \in$ $\mathcal{H}$, we have $r_{1}-r_{2} \geq 0$ and obtain $\mu_{\sigma}(E)\left(r_{2}-r_{1}\right) \leq\left(d_{2}-d_{1}\right)$.

It remains to consider the case where $\operatorname{coker}([\varphi]) \neq 0$ and $\operatorname{ker}([\varphi]) \neq 0$. From the morphism $i_{1}(\operatorname{ker}([\varphi])) \hookrightarrow E$ we obtain $\frac{-A d_{1}^{\prime}-B r_{1}^{\prime}}{C r_{1}^{\prime}} \leq \mu_{\sigma}(E)$, where $Z_{2}(\operatorname{ker}([\varphi]))=-d_{1}^{\prime}+r_{1}^{\prime} i$. The previous quotient exists since $r_{1}^{\prime} \neq 0$, as otherwise, if we had $r_{1}^{\prime}=0$, we would obtain $\phi\left(i_{1}(\operatorname{ker}([\varphi]))\right)=1$ and by $\sigma$ semistability we have that $1=\phi\left(i_{1}(\operatorname{ker}([\varphi]))\right) \leq \phi(E) \leq 1$, which, implying $r_{1}, r_{2}=0$, would give a contradiction.

Since $\frac{-A d_{1}^{\prime}-B r_{1}^{\prime}}{C r_{1}^{\prime}} \leq \mu_{\sigma}(E)$ provides $\frac{-A d_{1}^{\prime}}{C r_{1}^{\prime}} \leq \mu_{\sigma}(E)+\frac{B}{C}$, we therefore obtain $\frac{-A d_{1}^{\prime} r_{1}}{r_{1}^{\prime}} \leq \mu_{\sigma}(E) C r_{1}+B r_{1}$. We have

$$
\begin{array}{r}
\mu_{\sigma}(E) C r_{1}+B r_{1} \leq \frac{-A C d_{1} r_{1}-B C r_{1}^{2}+C d_{2} r_{1}+B C r_{1}^{2}+B r_{1} r_{2}}{C r_{1}+r_{2}} \\
\leq \frac{-A C d_{1} r_{1}+C d_{2} r_{1}+B r_{1} r_{2}}{C r_{1}+r_{2}} \\
\leq \frac{\left(C r_{1}+r_{2}\right)\left(-A d_{1}+d_{2}\right)+A d_{1} r_{2}+B r_{1} r_{2}-d_{2} r_{2}}{C r_{1}+r_{2}} \\
\leq-A d_{1}+d_{2}-\mu_{\sigma}(E) r_{2},
\end{array}
$$

providing $\frac{-A d_{1}^{\prime} r_{1}}{r_{1}^{\prime}} \leq \mu_{\sigma}(E) C r_{1}+B r_{1} \leq-A d_{1}+d_{2}-\mu_{\sigma}(E) r_{2}$. This gives

$$
\begin{equation*}
-A d_{1}^{\prime} r_{1}+\mu_{\sigma}(E) r_{2} r_{1}^{\prime}-r_{1}^{\prime}\left(-A d_{1}+d_{2}\right) \leq 0 \tag{4.60}
\end{equation*}
$$

If $r_{2}-r_{1}^{\prime \prime} \neq 0$, then the morphism $E \rightarrow i_{2}(\operatorname{coker}([\varphi]))$ gives us

$$
\begin{equation*}
\mu_{\sigma}(E) \leq \frac{d_{2}-d_{1}^{\prime \prime}}{r_{2}-r_{1}^{\prime \prime}} \tag{4.61}
\end{equation*}
$$

where $Z_{2}(\operatorname{im}([\varphi]))=-d_{1}^{\prime \prime}+i r_{1}^{\prime \prime}$, as before.
As $d_{1}^{\prime \prime}=d_{1}-d_{1}^{\prime}$ and $r_{1}^{\prime \prime}=r_{1}-r_{1}^{\prime}$, multiplying (4.61) by $-A r_{1}$ and adding (4.60), we obtain
$A r_{1}\left(d_{2}-d_{1}\right)-r_{1}^{\prime}\left(-A d_{1}+d_{2}\right)+\mu_{\sigma}(E)\left(-A r_{1}\left(r_{2}-r_{1}\right)+r_{1}^{\prime}\left(-A r_{1}+r_{2}\right)\right) \leq 0$.
By lemma 4.9.3, we have $d_{1}-d_{2}+\mu_{\sigma}(E)\left(r_{2}-r_{1}\right) \leq 0$ and as a consequence

$$
\mu_{\sigma}(E)\left(r_{2}-r_{1}\right) \leq d_{2}-d_{1} .
$$

If $r_{2}-r_{1}^{\prime \prime}=0$, then also $d_{2}-d_{1}^{\prime \prime} \geq 0$. Since $d_{1}^{\prime \prime}=d_{1}-d_{1}^{\prime}$ and $r_{1}^{\prime \prime}=r_{1}-r_{1}^{\prime}$, we obtain

$$
-A r_{1}\left(d_{1}-d_{1}^{\prime}-d_{2}\right) \leq 0 .
$$

Adding the previous inequality to (4.60) we have

$$
\mu_{\sigma}(E) r_{2} r_{1}^{\prime}-r_{1}^{\prime}\left(-A d_{1}+d_{2}\right)-A r_{1}\left(d_{1}-d_{2}\right) \leq 0 .
$$

By Lemma 4.9.3, we obtain

$$
\mu_{\sigma}(E) r_{2} r_{1}^{\prime}-r_{1}^{\prime}\left(\mu_{\sigma}(E)\left(r_{2}-A r_{1}\right)\right)-A r_{1}\left(d_{1}-d_{2}\right) \leq 0
$$

which, provided by $-A>0$, gives $\mu_{\sigma}(E)\left(r_{2}-r_{1}\right) \leq\left(d_{2}-d_{1}\right)$ and therefore finishes the proof.

Lemma 4.9.5. Let $\sigma=(Z, \mathcal{H})$ be a pre-stability condition on $\mathcal{D}^{\uparrow}$ and assume that $\sigma$ is obtained via CP-gluing stability conditions $\sigma_{1}$ and $\sigma_{2}$, using the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$. Assume that $\sigma_{1}=\sigma_{2} g$ where $g=$ $(T, f)$ in $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$, that satisfies $f(0)=0$.

Define $r_{i}, d_{i}$ as in lemma 4.9.2. $x=\frac{d_{1}}{r_{1}}$ and $y=\frac{d_{2}}{r_{2}}$.. If there is a $\sigma$ semistable object $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{H}$ with $r_{2} \geq r_{1}>0$ then $C y+A x \leq-B$. Moreover, if $[\varphi] \neq 0$ then $y-x \geq 0$.

Proof. Let $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{H}$ be a $\sigma$-semistable object. Considering the short exact sequence $0 \rightarrow i_{2}\left(E_{2}\right) \rightarrow E \rightarrow i_{1}\left(E_{1}\right) \rightarrow 0$, the semistability of $E$ and the correspondence between slope and phase provides us with

$$
\frac{d_{2}}{r_{2}} \leq \mu_{\sigma}(E) \leq \frac{-A d_{1}-B r_{1}}{C r_{1}}
$$

This implies $C r_{1} d_{2}+A d_{1} r_{2} \leq-B r_{1} r_{2}$, as $r_{1}, r_{2}, C>0$. We obtain $C y+A x \leq$ $-B$.

If $r_{1}=r_{2}$ and $[\varphi]=0$, we have $d_{1} \leq d_{2}$ by lemma 4.9.4 and therefore $y \geq x$. Now assume $r_{2}>r_{1}$. Since $[\varphi] \neq 0$, lemma 4.9.4 provides us with the inequality $\frac{-A d_{1}-B r_{1}+d_{2}}{C r_{1}+r_{2}} \leq \frac{d_{2}-d_{1}}{r_{2}-r_{1}}$, hence $-B \leq \frac{C d_{2} r_{1}+A d_{1} r_{2}-(C+A) d_{1} r_{1}+d_{2} r_{1}-d_{1} r_{2}}{\left(r_{2}-r_{1}\right) r_{1}}$.

From the inequality $C y+A x \leq-B$, we now obtain

$$
\begin{array}{r}
C y+A x \leq\left(A x+C y+y-x-\frac{r_{1}}{r_{2}} x(A+C)\right) \frac{r_{2}}{r_{2}-r_{1}}, \text { implying } \\
0 \leq(y-x)\left(r_{2}+C r_{1}\right) .
\end{array}
$$

Since $r_{2}+C r_{1}>0$, we have proved $y-x \geq 0$.
Lemma 4.9.5 requires the restriction $r_{2} \geq r_{1}>0$. We require to prove the analogous statement for $r_{1} \geq r_{2}>0$ or, using the language of lemma 4.9.5, $C_{2} r_{1}+D_{2} d_{1} \geq C_{2} r_{2}+D_{2} d_{2}>0$. In order to do so, we follow ideas of [29]. The following definition makes sense due to [37, Remark 2.51].
Definition 4.9.6. Let $C$ be a smooth projective curve. Define

$$
\mathbb{D}=\mathcal{R} \operatorname{Hom}\left(-, \mathcal{O}_{C}\right): \mathcal{D}^{b}(\operatorname{Coh}(C)) \rightarrow \mathcal{D}^{b}(\operatorname{Coh}(C))
$$

as the right derived functor of $\mathbb{D}_{0}=\operatorname{Hom}\left(-, \mathcal{O}_{C}\right)$.
It was proven in [40, Section 3.2] that $\mathbb{D}$ is an equivalence of categories. Additionally we have the following.

Lemma 4.9.7. We have $\mathbb{D}^{2}=\mathrm{id}$.
Proof. See [40, Section 3.2].
We will discuss "locally free" objects in $\mathcal{A}^{\uparrow}$ in analogy to definition 4.7.15.
Definition 4.9.8. For $g=(T, f) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ define $\delta(g)$ by

$$
\delta(g):=\left(C T C^{-1}, h\right) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})
$$

where $C=\left[\begin{array}{cc}-1 & 0 \\ 0 & 1\end{array}\right]$ and $h(t)=-f(t)$.
Hence, for $\sigma=\sigma_{\mu} g$ define $\sigma^{\vee}$ by

$$
\sigma^{\vee}=\sigma_{\mu} \delta(g) .
$$

Lemma 4.9.9. The map $\delta$ is a homomorphism of groups.
Proof. Let $M:=T^{-1}$. We have $M \exp (i \pi f(t)) \in \mathbb{R}_{\geq 0} \exp (i \pi t)$. Such that, substituting $-t$ for $t$ we obtain $M \exp (i \pi f(-t)) \in \mathbb{R}_{\geq 0} \exp (i \pi-t)$. Moreover, $C=C^{-1}$ and $C \exp (i \pi s)=-\exp (-i \pi s)$ and hence $M C^{-1} \exp (-i \pi f(-t)) \in$ $-\mathbb{R}_{>0} \exp (i \pi t)$ and $C M C^{-1} \exp (-i \pi f(-t)) \in \mathbb{R}_{>0} \exp i \pi t$. Therefore we have $C M C^{-1} \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R}$. Since conjugation with $C$ is a group homomorphism on $\mathrm{GL}_{2}^{+}(\mathbb{R}$ and composition with - id is a group homomorphism on the group of bijective maps from $\mathbb{R}$ to $\mathbb{R}$, we obtain that $\delta$ is a homomorphism of groups.

Lemma 4.9.10. If $\sigma=\sigma_{\mu} g$ is a stability condition on $\mathcal{D}$ with $g=(T, f), M=$ $T^{-1}=\left(\begin{array}{cc}-A & -B \\ D & C\end{array}\right)$ and heart $\mathcal{P}_{\mu}(f(0), f(1)]$, then $\sigma^{\vee}=\sigma_{\mu} \delta(g)$ with $\delta(g)=$ $\left(T^{\prime}, f^{\prime}\right), M^{\prime}=\left(T^{\prime}\right)^{-1}=\left(\begin{array}{cc}-A & -B \\ D & C\end{array}\right)$ has $\mathcal{P}_{\mu}(-f(0),-f(-1)]$ as its heart.

Proof. Let $\theta=f(0)$. We obtain the stability function of $\sigma^{\vee}$ by conjugation with $C$ as defined in 4.9.8. Moreover, for $\mathcal{P}_{\mu}(\theta, \theta+1$ ] we obtain from $h(0)=$ $-f(0)=-\theta$ that $\sigma^{\vee}$ has $\mathcal{P}_{\mu}(-\theta, 1-\theta]$ as heart and we have $\mathcal{P}_{\mu}(1-\theta, 2-$ $\theta][-1]=\mathcal{P}_{\mu}(-\theta, 1-\theta]$.

Lemma 4.9.11. For all $t \in \mathbb{R}$ we have $\mathbb{D}_{\mu}(t)=\mathcal{P}_{\mu}(1-t)$.
Proof. We have $\mathbb{D}(F[n])=\mathbb{D}(F)[-n]$ for all $F \in \operatorname{Coh}(C)$ and $n \in \mathbb{Z}$ such that we can impose the restriction $t \in(0,1]$.

If $T \in \mathcal{P}_{\mu}(1)$ torsion we have $\mathbb{D}(T)=T[-1] \in \mathcal{P}_{\mu}(0)$. If $E \in \mathcal{P}_{\mu}(t)$ is locally free, then $\mathbb{D}(E)=E^{\vee}$ and $Z_{\mu}(\mathbb{D}(E))=-\operatorname{deg}(\mathbb{D}(E))+\operatorname{rank}(\mathbb{D}(E))=$ $\operatorname{deg}(E)+i \operatorname{rank}(E)=-\overline{Z_{\mu}(E)}$. Since $E$ is $\mu$-semistable if and only if $E^{\vee}$ is $\mu$ semistable we obtain $E^{\vee} \in \mathcal{P}_{\mu}(s)$ for some $s \in(0,1)$ determined by $\overline{Z_{\mu}(E)}$. In other words, the complex number is mapped by a reflection on the imaginary axis which for $t \in(0,1)$ swaps the phase $t$ with $1-t$. Hence $E^{\vee} \in \mathcal{P}_{\mu}(1-t)$ and the proof is finished.

Corollary 4.9.12. We have $\mathbb{D} \mathcal{P}_{\mu}(\theta, \theta+1)=\mathcal{P}_{\mu}(-\theta,-\theta+1)$.
Proof. This follows from 4.9.11 and the HNF since $\mathbb{D}$ is an exact functor.
Definition 4.9.13. Let $\sigma$ be obtained by CP-gluing stability conditions $\left(\sigma_{1}, \sigma_{2}\right)$ on $\mathcal{D}$ with respect to $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ and assume $\mathcal{H}_{1}=\mathcal{H}_{2}$ where $\mathcal{H}_{i}$ is the heart corresponding to $\sigma_{i}, i \in\{1,2\}$. We define the dual stability condition $\sigma^{*}=$ on $\mathcal{D}^{\uparrow}$ as the stability condition obtained via CP-gluing from $\sigma_{2}^{\vee}, \sigma_{1}^{\vee}$ with respect to $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$.

Lemma 4.9.14. Let $\sigma=(Z, \mathcal{H})$ be a pre-stability obtained by CP-gluing stability conditions $\left(\sigma_{1}, \sigma_{2}\right)$ on $\mathcal{D}$ with respect to $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ such that $\sigma_{1}=\sigma_{2} g$, where $g=(T, f)$ and assume $\mathcal{H}_{1}=\mathcal{H}_{2}=\mathcal{P}_{\mu}(\theta, \theta+1], \theta \in \mathbb{R}$ where $\mathcal{H}_{i}$ is the heart corresponding to $\sigma_{i}, i \in\{1,2\}$. If $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{P}(0,1)$ where $\mathcal{P}$ is the slicing of $\sigma$ then $\lambda_{1}(E), \rho_{2}(E) \in \mathcal{P}_{\mu}(\theta, \theta+1)$.

Proof. Define $F_{\sigma}^{\theta}$ to be $\mathcal{F}$ and $T_{\sigma}^{\theta}$ to be $\mathcal{T}$ from lemma 4.7.4 with $\phi=1$. We obtain the short exact sequence

$$
\begin{equation*}
0 \rightarrow T_{2} \rightarrow E_{2} \rightarrow F_{2} \rightarrow 0 \tag{4.62}
\end{equation*}
$$

as well as the short exact sequence

$$
\begin{equation*}
0 \rightarrow T_{1} \stackrel{f}{\hookrightarrow} E_{1} \rightarrow F_{1} \rightarrow 0 \tag{4.63}
\end{equation*}
$$

with $T_{1}, T_{2} \in T_{\sigma}^{\theta}$ and $F_{1}, F_{2} \in F_{\sigma}^{\theta}$ in $\mathcal{H}_{1}=\mathcal{H}_{2}$. If $T_{2} \neq 0$ then $i_{2}\left(T_{2}\right)=$ $\left(0 \rightarrow T_{2}\right)$, using that $i_{2}(\mathcal{P}(\theta+1)) \subset \mathcal{P}(1)$, is a non-zero subobject of $E$ with $\phi_{\sigma}\left(i_{2}\left(T_{2}\right)\right)=\phi_{\sigma}\left(0 \rightarrow T_{2}\right)=1$, contradicting $E \in \mathcal{P}(0,1)$. Hence $T_{2}=0$, providing $E_{2} \in F^{\theta}$. Hence, $E_{2} \cong F_{2}$ provides $\operatorname{Hom}\left(T_{1}, E_{2}\right)=0$ from the torsion pair such that the embedding $f$ from the short exact sequence (4.63) provides us with the commutative diagram

in other words, with an embedding of $i_{1}\left(T_{1}\right)=\left(T_{1} \rightarrow 0\right)$ into $E_{1} \xrightarrow{\varphi} E_{2}$. We conclude - as in the previous case - that $T_{1}=0$

Definition 4.9.15. Define $\mathbb{D}_{0}^{\uparrow}: \mathcal{A}^{\uparrow} \rightarrow \mathcal{A}^{\uparrow}$ by

$$
\mathbb{D}_{0}^{\uparrow}\left(E_{1} \xrightarrow{\varphi} E_{2}\right):=\left(\mathbb{D}_{0}\left(E_{2}\right) \xrightarrow{\mathbb{D}(\varphi)} \mathbb{D}_{0}\left(E_{1}\right)\right)
$$

for all $E=\left(E_{1} \xrightarrow{\varphi} E_{2}\right) \in \mathcal{A}^{\uparrow}$.
We require the right derived functor of $\mathbb{D}_{0}^{\uparrow}$ and will now prove that it exists.

Lemma 4.9.16. Let $\mathcal{A}=\operatorname{Coh}(C), C$ a smooth projective curve. Every bounded object $E$ in $\mathcal{C}\left(\mathcal{A}^{\uparrow}\right)$ is isomorphic to a complex $F \in \mathcal{C}\left(\mathcal{A}^{\uparrow}\right)$ of locally free sheaves.

Proof. It is enough to show that for $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{A}^{\uparrow}$ there is a $G \in \mathcal{A}^{\uparrow}$ of locally free sheaves with $G \rightarrow E$. In $\mathcal{A}$, there are locally-free sheaves $F_{i} \in \mathcal{A}$ and surjective morphisms $F_{i} \xrightarrow{\pi_{i}} E_{i}$ for $i=1,2$, provided by [37, Remark 3.26]. Let now $G=\left(F_{1} \xrightarrow{(\mathrm{id}, 0)} F_{1} \oplus F_{2}\right)$. Since $F_{1} \oplus F_{2}$ is also locally free, we have constructed $G$ to be locally free. We have a surjective morphism $G \rightarrow E$ in $\mathcal{A}^{\uparrow}$ given by the diagram

and the proof is finished.
Lemma 4.9.17. Let $\mathcal{A}=\operatorname{Coh}(C), C$ a smooth projective curve. The right derived functor of $\mathbb{D}_{0}^{\uparrow}$ exists.
Proof. For any bounded acyclic object $E \in \mathcal{C}\left(\mathcal{A}^{\uparrow}\right)$ of locally free sheaves we have that $\operatorname{Hom}\left(E, \mathcal{O}_{C}\right)$ is acyclic. By lemma 4.9 .16 the result now follows from [37, Remark 2.51].

We are therefore able to provide the following definition.
Definition 4.9.18. Define

$$
\mathbb{D}^{\uparrow}:=\mathcal{R} \mathbb{D}_{0}^{\uparrow}: \mathcal{D}^{\uparrow} \rightarrow \mathcal{D}^{\uparrow}
$$

to be the right derived functor of $\mathbb{D}_{0}^{\uparrow}$.
Lemma 4.9.19. Let $\mathcal{A}=\operatorname{Coh}(C), C$ an elliptic curve and let $\sigma=(\mathcal{P}, Z)$ be $C P$-glued from stability conditions $\left(\sigma_{1}, \sigma_{2}\right)$ via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$. Assume that $\sigma_{1}, \sigma_{2}$ have hearts as in lemma 4.9.14. For $\sigma^{*}=\left(\mathcal{P}^{*}, Z^{*}\right)$ we have that $E=\left(E_{1} \rightarrow\right.$ $\left.E_{2}\right) \in \mathcal{P}(0,1) \sigma$-stable implies $\mathbb{D}^{\uparrow}(E) \in \mathcal{P}^{*}(0,1)$ and $\mathbb{D}^{\uparrow}(E) \sigma^{*}$-stable.
Proof. By lemma 4.9.14 we have $\lambda_{1}(E), \rho_{2}(E) \in \mathcal{P}_{\mu}(\theta, \theta+1)$. Following from the analogous identities for $\mathbb{D}_{0}^{\uparrow}$ and $\mathbb{D}_{0}$ we obtain

$$
\begin{equation*}
\lambda_{1} \circ \mathbb{D}^{\uparrow}=\mathbb{D} \circ \rho_{2} \text { and } \rho_{2} \circ \mathbb{D}^{\uparrow}=\mathbb{D} \circ \lambda_{1} . \tag{4.64}
\end{equation*}
$$

Together with lemma 3.1.5 this provides $\mathbb{D}^{\uparrow}(E) \in \mathcal{P}^{*}(0,1]$. In addition, (4.64) provides, using that for a given stability condition $\sigma$, the stability function $Z_{\sigma \vee}$ is obtained from $Z_{\sigma}$ via conjugation with the matrix $C$ from definition 4.9.8, that

$$
\begin{array}{r}
Z_{\sigma^{*}}\left(\mathbb{D}^{\uparrow}(E)\right)=Z_{\sigma^{*}}\left(i_{1} \lambda_{1} \mathbb{D}^{\uparrow}(E)\right)+Z_{\sigma^{*}}\left(i_{2} \rho_{2} \mathbb{D}^{\uparrow}(E)\right) \\
=Z_{\sigma_{1}^{\vee}}\left(\mathbb{D}\left(E_{1}\right)\right)+Z_{\sigma_{2}^{\vee}}\left(\mathbb{D}\left(E_{2}\right)\right)=-\overline{Z_{\sigma_{1}}\left(E_{1}\right)}-\overline{Z_{\sigma_{2}}\left(E_{2}\right)}  \tag{4.65}\\
=-\overline{\left(Z_{\sigma}\left(i_{1} \lambda_{1}(E)\right)+Z_{\sigma}\left(i_{2} \rho_{2}(E)\right)\right.}=-\overline{Z_{\sigma}(E)} .
\end{array}
$$

This implies that $Z_{\sigma^{*}}\left(\mathbb{D}^{\uparrow}(E)\right) \in \mathbb{R}$ if and only if $Z_{\sigma}(E) \in \mathbb{R}$ if and only if $E \in \mathcal{P}(1)$. Therefore $Z_{\sigma^{*}}\left(\mathbb{D}^{\uparrow}(E)\right) \notin \mathbb{R}$. Hence $\sigma^{*}$-semistability of $\mathbb{D}^{\uparrow}(E)$ would imply $\phi_{\sigma^{*}}\left(\mathbb{D}^{\uparrow}(E)\right)<1$ and hence $\mathbb{D}^{\uparrow}(E) \in \mathcal{P}^{*}(0,1)$.

It is therefore our task to prove $\mathbb{D}^{\uparrow}(E) \sigma^{*}$-semistable. Let

$$
0 \rightarrow G \rightarrow \mathbb{D}^{\uparrow}(E) \rightarrow Q \rightarrow 0
$$

be an exact sequence in $\mathcal{P}^{*}(0,1]$. If $\phi_{\sigma^{*}}(Q)=1$, we have $\phi_{\sigma^{*}}\left(\mathbb{D}^{\uparrow}(E)\right) \leq$ $\phi_{\sigma^{*}}(Q)$. If $Q \in \mathcal{P}^{*}(0,1)$ then lemma 4.9 .14 implies that $\lambda_{1}(Q), \rho_{2}(Q) \in$ $\mathcal{P}_{\mu}(-\theta,-\theta+1)$. Hence, by corollary 4.9.12, $\mathbb{D}^{\uparrow}(Q) \in \mathcal{P}(0,1]$. Because $\left(\mathcal{P}^{*}(1), \mathcal{P}^{*}(0,1)\right)$ is a torsion pair in $\mathcal{P}^{*}(0,1]$ and the torsion-free part in a torsion pair is always closed under taking subobjects, we have $G \in \mathcal{P}^{*}(0,1)$ and hence $\mathbb{D}^{\uparrow}(G) \in \mathcal{P}(0,1]$ by lemma 4.9.14, arguing as before. The exact triangle

$$
\mathbb{D}^{\uparrow}(Q) \rightarrow E \rightarrow \mathbb{D}^{\uparrow}(G) \xrightarrow{+}
$$

therefore is an exact sequence

$$
0 \rightarrow \mathbb{D}^{\uparrow}(Q) \rightarrow E \rightarrow \mathbb{D}^{\uparrow}(G) \rightarrow 0
$$

in $\mathcal{P}(0,1]$, using lemma 4.9.7, which implies $\left(\mathbb{D}^{\uparrow}\right)^{2}=\mathrm{id}$. The $\sigma$-stability of $E$ provides $\phi_{\sigma}\left(\mathbb{D}^{\uparrow}(Q)\right)<\phi_{\sigma}(E)$. By 4.65) this is equivalent to $\phi_{\sigma^{*}}\left(\mathbb{D}^{\uparrow}(E)\right)<$ $\phi_{\sigma^{*}}(Q)$ (because $\mathbb{D}^{\uparrow}(Q), E \in \mathcal{P}(0,1]$ and $\left.Q, \mathbb{D}^{\uparrow}(E) \in \mathcal{P}^{*}(0,1]\right)$. Hence, we get that $\mathbb{D}^{\uparrow}(E)$ is $\sigma^{*}$-semistable. This, in turn, implies $\mathbb{D}^{\uparrow}(E) \in \mathcal{P}(0,1)$ and even when $\phi_{\sigma^{*}}(Q)=1$ we obtain $\phi_{\sigma^{*}}\left(\mathbb{D}^{\uparrow}(E)\right)<\phi_{\sigma^{*}}(Q)$. Therefore $\mathbb{D}^{\uparrow}(E)$ is $\sigma^{*}$-stable.

The previous lemma is indeed an equivalence but we only require the implication discussed, in order to prove the next lemma.

Lemma 4.9.20. Let $\mathcal{A}=\operatorname{Coh}(C), C$ an elliptic curve and $\sigma=(Z, \mathcal{H})$ be a pre-stability condition on $\mathcal{D}^{\uparrow}$ obtained by CP-gluing stability conditions $\sigma_{1}, \sigma_{2}$ on $\mathcal{D}$ via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$, with $\sigma_{1}=\sigma_{2} g$, were $g=(T, f) \in{\widetilde{\mathrm{GL}_{2}}}^{+}(\mathbb{R})$ and $T^{-1}=\left[\begin{array}{cc}-A & B \\ 0 & C\end{array}\right]$. Assume $f(0)=0$. Let $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{H}$ be a $\sigma$-stable object and define

$$
\begin{array}{r}
d_{2}=-\Re\left(Z \circ i_{2}\left(\left[\rho_{2}(E)\right]\right)\right), d_{1}=-\Re\left(Z \circ i_{2}\left(\left[\lambda_{1}(E)\right]\right)\right), \\
r_{2}=\Im\left(Z \circ i_{2}\left(\left[\rho_{2}(E)\right]\right)\right), r_{1}=\Im\left(Z \circ i_{2}\left(\left[\lambda_{1}(E)\right]\right)\right), \\
x:=\frac{d_{1}}{r_{1}} \text { and } y:=\frac{d_{2}}{r_{2}} .
\end{array}
$$

If $r_{1} \geq r_{2}>0$ then

$$
C y+A x+B \leq 0
$$

and if, additionally, $[\varphi] \neq 0$ then

$$
x \leq y .
$$

Proof. We have $Z(E)=Z\left(i_{1} \lambda_{1}(E)\right)+Z\left(i_{2} \rho_{2}(E)\right)=A r_{1}+B d_{1}-d_{2}+i\left(C r_{1}+\right.$ $r_{2}$ ). As $f(0)=0$ and $D=0$ we have $C>0$. From $r_{1}>0$ and $r_{2}>0$ we now get $\Im(Z(E))=C r_{1}+r_{2}>0$, hence $\phi_{\sigma}(E)<1$. Since $\sigma$ is obtained by CP-gluing stability conditions $\sigma_{1}, \sigma_{2}$ via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ and $\sigma_{1}=\sigma_{2} g$, we obtain that $\sigma^{*}$ is obtained by CP-gluing stability conditions $\sigma_{1}^{\vee}, \sigma_{2}^{\vee}$ and therefore from $\sigma_{2}^{\vee} \delta(g), \sigma_{2}^{\vee}$ via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$. Let $g^{\prime}:=\delta(g)^{-1}$ and define $\sigma^{\prime}=\sigma^{*} g^{\prime}$. Because $\sigma_{2}^{\vee} g^{\prime}$ and $\sigma^{\vee}$ have the same heart they satisfy the CP-gluing condition so that we can apply lemma 3.1 .16 to obtain that $\sigma^{\prime}$ is obtained by CP-gluing stability conditions $\sigma_{2}^{\vee} g^{\prime}, \sigma_{2}^{\vee}$ via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$.

Let $E^{\prime}:=\mathbb{D}(E)$. By lemma 4.9.19, we get $E^{\prime} \in \mathcal{P}^{*}(0,1)$ and $E^{\prime} \sigma^{*}$-stable. As $\sigma^{\prime}=\sigma^{*} g, E^{\prime}$ is $\sigma^{\prime}$-stable too. Let $g^{\prime}=\left(T^{\prime}, f^{\prime}\right)$, then $M^{\prime}=\left(T^{-1}\right)^{\prime}=$ $\left(\begin{array}{cc}-A & -B \\ 0 & C\end{array}\right)^{-1}=\frac{1}{-A C}\left(\begin{array}{cc}C & B \\ 0 & -A\end{array}\right)=:\left(\begin{array}{cc}-A^{\prime} & B^{\prime} \\ 0 & C^{\prime}\end{array}\right)$. We write $\sigma^{\prime}=\left(Z^{\prime}, \mathcal{H}^{\prime}\right)$ and define

$$
\begin{array}{r}
d_{2}^{\prime}=-\Re\left(Z^{\prime} \circ i_{2}\left(\left[\rho_{2}\left(E^{\prime}\right)\right]\right)\right), d_{1}^{\prime}=-\Re\left(Z^{\prime} \circ i_{2}\left(\left[\lambda_{1}\left(E^{\prime}\right)\right]\right)\right), \\
r_{2}^{\prime}=\Im\left(Z^{\prime} \circ i_{2}\left(\left[\rho_{2}\left(E^{\prime}\right)\right]\right)\right), r_{1}^{\prime}=\Im\left(Z^{\prime} \circ i_{2}\left(\left[\lambda_{1}\left(E^{\prime}\right)\right]\right)\right), \\
x^{\prime}:=\frac{d_{1}^{\prime}}{r_{1}^{\prime}} \text { and } y^{\prime}:=\frac{d_{2}^{\prime}}{r_{2}^{\prime}} .
\end{array}
$$

Because, $\sigma$ is obtained by CP-gluing stability conditions $\sigma_{2} g, \sigma_{2}$ on $\mathcal{D}$ via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ and $\sigma^{\prime}$ is obtained by CP-gluing stability conditions $\sigma_{2}^{\prime} g^{\prime}, \sigma_{2}^{\prime}$ on $\mathcal{D}$ via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ we obtain that $Z \circ i_{2}$ and $Z^{\prime} \circ i_{2}$ are, using that for a given stability condition $\sigma$, the stability function $Z_{\sigma \vee}$ is obtained from $Z_{\sigma}$ via conjugation with the matrix $C$ from definition 4.9.8, that related by the formula

$$
Z^{\prime} \circ i_{2} \mathbb{D}(X)=-\overline{Z \circ i_{2}(X)} \text { for any } X \in \mathcal{D} .
$$

Using $\lambda_{1}\left(E^{\prime}\right)=\lambda_{1} \mathbb{D}^{\uparrow}(E)=\mathbb{D} \rho_{2}(E)$ and $\rho_{2}\left(E^{\prime}\right)=\rho_{2} \mathbb{D}^{\uparrow}(E)=\mathbb{D} \lambda_{1}(E)$, we obtain

$$
d_{1}^{\prime}=-d_{2}, r_{1}^{\prime}=r_{2}, d_{2}^{\prime}=-d_{1} \text { and } r_{2}^{\prime}=r_{1} .
$$

In particular does the assumption $r_{1} \geq r_{2}>0$ translates into $r_{2}^{\prime} \geq r_{1}^{\prime}>0$. Moreover $x^{\prime}=\frac{d_{1}^{\prime}}{r_{1}^{\prime}}=\frac{-d_{2}}{r_{2}}=-y$ and $y^{\prime}=\frac{d_{2}^{\prime}}{r_{2}^{\prime}}=\frac{-d_{1}}{r_{1}}=-x$ and we see that $x \leq y$ if and only if $y^{\prime} \leq x^{\prime}$.

Finally
$C y+A x+B=(-A C)\left(-A^{\prime}\left(-x^{\prime}\right)-C^{\prime}\left(-y^{\prime}\right)+B^{\prime}\right)=(-A C)\left(C^{\prime} y^{\prime}+A^{\prime} y^{\prime}+B^{\prime}\right)$.
We have $[\psi] \neq 0$ where $E^{\prime}=\mathbb{D}^{\uparrow}(E)=\left(\mathbb{D}\left(E_{2}\right) \xrightarrow{\psi} \mathbb{D}\left(E_{1}\right)\right)$, to see this we use that $E \sigma$-stable implies $E^{\prime} \sigma^{\prime}$-stable, which combined with $[\varphi]=0$ would imply $E_{1}^{\prime}=\lambda_{1} \mathbb{D}^{\uparrow}(E)=0$ or $E_{2}^{\prime}=\rho_{2} \mathbb{D}^{\uparrow}(E)=0$ by corollary 4.5.6. Then $r_{1}^{\prime}=0$ or $r_{2}^{\prime}=0$ which contradicts $r_{2}^{\prime} \geq r_{1}^{\prime}>0$. Because $-A C>0$ and, $[\psi] \neq 0$, the proof is finished by applying lemma 4.9 .5 to $\sigma^{\prime}$ and $E^{\prime}$.

The previous series of lemmas now allows us to prove the support property for yet another type of stability conditions.

Lemma 4.9.21. Let $\sigma=(Z, \mathcal{H})$ be a pre-stability condition obtained by $C P$ gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ from stability conditions $\sigma_{1}=\left(Z_{1}, \mathcal{H}_{1}\right), \sigma_{2}=\left(Z_{2}, \mathcal{H}_{2}\right)$, such that there is $g=(T, f) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ with $\sigma_{1}=\sigma_{2} g$ and $T^{-1}=\left[\begin{array}{cc}-A & B \\ -D & C\end{array}\right]$. If $\mathcal{H}_{1}=\mathcal{H}_{2}$, then $f(0)=0$ and hence $D=0, C>0$.

Proof. Let $\sigma_{2}=\sigma_{\mu}\left(T_{2}, f_{2}\right)$, then $H_{2}=\mathcal{P}_{\mu}\left(f_{2}(0), f_{2}(1)\right]$. We have $\sigma_{1}=\sigma_{2} g=$ $\sigma_{\mu}\left(T_{2}, f_{2}\right)(T, f)=\sigma_{\mu}\left(T_{2} T, f_{2} \circ f\right)$. Therefore $H_{1}=\mathcal{P}_{\mu}\left(f_{2}(f(0)), f_{2}(f(1))\right]$. From $\mathcal{H}_{1}=\mathcal{H}_{2}$ we obtain $f_{2}(0)=f_{2}(f(0))$ which by the injectivity of $f_{2}$, provided by the invertibility of $M_{2}=T_{2}^{-1}$ gives $f(0)=0$. Hence $\exp (i \pi f(0)) \in \mathbb{R}$ and we obtain from

$$
\begin{equation*}
\exp (i \pi f(0))=\frac{C+D i}{|C+D i|} \tag{4.66}
\end{equation*}
$$

that $D=0$. Since $\exp (i \pi f(0))=\exp (i \pi f(0))=1>0$ and $D=0$ turns (4.66) into

$$
\exp (i \pi f(0))=\frac{C}{|C|}
$$

such that $C>0$.
Lemma 4.9.22. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. Let $\sigma=$ $(Z, \mathcal{H})$ be a pre-stability condition obtained by CP-gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ from stability conditions $\sigma_{1}=\left(Z_{1}, \mathcal{H}_{1}\right), \sigma_{2}=\left(Z_{2}, \mathcal{H}_{2}\right)$, such that there is $g=$ $(T, f) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ with $\sigma_{1}=\sigma_{2} g$ and $T^{-1}=\left[\begin{array}{cc}-A & B \\ -D & C\end{array}\right]$. Assume that $\mathcal{H}_{1}=$ $\mathcal{H}_{2}$, then $\sigma$ satisfies the support property and therefore it is a Bridgeland stability condition.

Proof. We have $f(0)=0$ since $\mathcal{H}_{1}=\mathcal{H}_{2}$. By lemma 4.9.21 we obtain $D=$ 0 , that is $T^{-1}=\left[\begin{array}{cc}-A & B \\ 0 & C\end{array}\right]$. Because $C+i D=C \in \mathbb{R}_{>0} \exp (i \pi f(0))=$ $\mathbb{R}_{>0}$ we obtain $C>0$. By lemma 4.9.21 $\mathcal{H}_{1}=\mathcal{H}_{2}$ gives $D=0$, that is $T^{-1}=\left[\begin{array}{cc}-A & B \\ 0 & C\end{array}\right]$. Moreover, again by lemma 4.9 .21 we have $A=0$. Via $0<\operatorname{det}(M)=-A C$ this implies $-A>0$.

Recall that CP-gluing means that $\mathcal{H}$ is given by the equation

$$
\mathcal{H}=\left\{X \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(X) \in \mathcal{H}_{1}, \rho_{2}(X) \in \mathcal{H}_{2}\right\}
$$

and $Z_{1}=Z \circ i_{1}, Z_{2}=Z \circ i_{2}$. From $\sigma_{1}=\sigma_{2} g$ we get $Z_{1}=M Z_{2}$. For any $E \in \mathcal{D}^{\uparrow}$ we define

$$
\begin{aligned}
d_{2} & =-\Re\left(Z \circ i_{2}\left(\left[\rho_{2}(E)\right]\right)\right), d_{1}=-\Re\left(Z \circ i_{2}\left(\left[\lambda_{1}(E)\right]\right)\right), \\
r_{2} & =\Im\left(Z \circ i_{2}\left(\left[\rho_{2}(E)\right]\right)\right) \text { and } r_{1}=\Im\left(Z \circ i_{2}\left(\left[\lambda_{1}(E)\right]\right)\right) .
\end{aligned}
$$

We now obtain $Z i_{2} \rho_{2}(E)=-d+i r$ and $Z i_{1} \lambda_{1}(E)=A d_{1}+B r_{1}+i C r_{1}$ such that

$$
Z(E)=A d_{1}+B r_{1}-d_{2}+i\left(C r_{1}+r_{2}\right) .
$$

From corollary 3.2 .19 we obtain $i_{1}(\mathcal{H}) \subset \mathcal{H}$ as well as $i_{2}(\mathcal{H}) \subset \mathcal{H}$ such that $Z i_{1} \lambda_{1}(E), Z i_{2} \rho_{2}(E) \in \mathbb{H}$. In particular $r_{2} \geq 0$ and $C r_{1} \geq 0$. Now $C>0$ implies $r_{1} \geq 0$ as well.

We want to show that $\sigma$ fulfils the support property with regard to the quadratic form

$$
Q(E):=-\left(A d_{1}+B r_{1}\right)\left(r_{2}+\delta d_{2}\right)+C r_{1}\left(r_{2}-d_{2}\right)
$$

for positive $\delta$ which, if $B$ non-zero also fulfils $\delta \leq \frac{-A C}{B^{2}}$. Hence, we will subsequently check the conditions of definition 2.5.43,

Firstly we must prove that $\left.Q\right|_{\operatorname{ker}(Z)}$ is negative definite. We have

$$
\operatorname{ker}(Z)=\left\{v \mid A d_{1}+B r_{1}=d_{2}, C r_{1}=-r_{2}\right\} \text { for } v \in \mathcal{N}\left(\mathcal{D}^{\uparrow}\right) \otimes \mathbb{R} \cong \mathbb{R}^{4}
$$

and hence $\left.Q\right|_{\operatorname{ker}(Z)}=-d_{2}\left(r_{2}+\delta d_{2}\right)-r_{2}\left(r_{2}-d_{2}\right)=-r_{2}^{2}-\delta d_{2}^{2} \leq 0$. If indeed $-r_{2}^{2}-\delta d_{2}^{2}=0$ then $r_{2}=d_{2}=0$ since $\delta$ is positive and since $C \neq 0$ this implies $r_{1}=0$. Now $A \neq 0$ implies $d_{1}=0$ providing $v=0$ such that $\left.Q\right|_{\operatorname{ker}(Z)}$ is negative definite.

By lemma 2.5.46 we now have to prove $Q(E) \geq 0$ for $E=\left(E_{1} \xrightarrow{\varphi} E_{2}\right) \in \mathcal{H}$ $\sigma$-stable. Note that it suffices to assume $E \in \mathcal{H}$, since $Q(E[n])=Q(E)$ for all $n \in \mathbb{Z}$. We will conduct our proof by considering the following cases.

1. If $[\varphi]=0 \in \operatorname{Hom}_{\mathcal{D}}\left(E_{1}, E_{2}\right)$, then $E \cong i_{1}\left(E_{1}\right) \oplus i_{2}\left(E_{2}\right)$ by corollary 4.5.6. The $\sigma$-stability of $E$ now implies $E_{1}=0$ or $E_{2}=0$. Either implies $Q(E)=0$.
2. If $r_{1}=0$, we have $\Im\left(Z i_{1} \lambda_{1}(E)\right)=C r_{1}=0$ and hence $\phi_{\sigma}\left(i_{1} \lambda_{1}(E)\right)=1$. Consider the torsion pair $\langle\mathcal{T}, \mathcal{F}\rangle=\left\langle\mathcal{P}_{2}(1), \mathcal{P}(0,1)\right\rangle=\mathcal{H}_{2}$ (example 4.7.5) where $\mathcal{P}_{2}$ is the slicing given by $\sigma_{2}$ on $\mathcal{D}$. By definition 4.7.1 pair we obtain a short exact sequence

$$
0 \rightarrow T_{2} \rightarrow E_{2} \rightarrow F_{2} \rightarrow 0
$$

in $\mathcal{H}_{2}$ with $T_{2} \in \mathcal{T}=\mathcal{P}(1)$ and $F_{2} \in \mathcal{T}=\mathcal{P}(0,1)$. Since $i_{2}(\mathcal{H}) \in \mathcal{H}$, this provides the short exact sequence

$$
0 \rightarrow i_{2}\left(T_{2}\right) \rightarrow i_{2}\left(E_{2}\right) \rightarrow i_{2}\left(F_{2}\right) \rightarrow 0
$$

in $\mathcal{H}$. On the other hand, we have $i_{1}\left(E_{1}\right) \in i_{1}\left(\mathcal{H}_{1}\right) \in \mathcal{H}$ as well as $i_{2}\left(E_{1}\right) \in i_{2}\left(\mathcal{H}_{2}\right) \in \mathcal{H}$ and so the exact triangle

$$
i_{2}\left(E_{2}\right) \rightarrow E \rightarrow i_{1}\left(E_{1}\right) \xrightarrow{+}
$$

in $\mathcal{D}^{\uparrow}$ gives rise to the short exact sequence

$$
\begin{equation*}
0 \rightarrow i_{2}\left(E_{2}\right) \rightarrow E \rightarrow i_{1}\left(E_{1}\right) \rightarrow 0 \tag{4.67}
\end{equation*}
$$

in $\mathcal{H}$. Hence, we obtain the chain

$$
i_{s}\left(T_{2}\right) \subset i_{2}\left(E_{2}\right) \subset E
$$

of subobjects in $\mathcal{H}$. The $\sigma$-stability of $E$ now provides $\phi_{\sigma}\left(i_{2}\left(T_{2}\right)\right)<$ $\phi_{\sigma}(E)$. By [21, Proposition 2.2(3)] we obtain $i_{2}\left(\mathcal{P}_{2}(t)\right) \subset \mathcal{P}(t)$ for all $t \in \mathbb{R}$. Therefore we obtain $\phi_{\sigma}\left(i_{2}\left(T_{2}\right)\right)=1$ providing a contradiction to $\phi_{\sigma}(E) \in(0,1]$. Hence, we can disregard this case.
3. If $\Im\left(Z i_{2} \rho_{2}(E)\right)=r_{2}=0$, then $\phi_{\sigma}\left(i_{2} \rho_{2}(E)\right)=1$. But 4.67) combined with the $\sigma$-stability of $E$ implies

$$
1=\phi_{\sigma}\left(i_{2}\left(E_{2}\right)\right)<\phi_{\sigma}(E) \leq 1,
$$

a contradiction. Therefore, we can disregard this case.
4. If $[\varphi] \neq 0, r_{1} \neq 0, r_{2} \neq 0$ we have $r_{1}>0$ and $r_{2}>0$ and define

$$
\begin{array}{r}
x:=\frac{d_{1}}{r_{1}}, y:=\frac{d_{2}}{r_{2}} \text { and } \\
Q(x, y):=\frac{1}{r_{1} r_{2}} Q(E)=-A x-C y-B+C-\delta(A x y+B y) .
\end{array}
$$

Since $r_{1}, r_{2}>0$ we need to show that $Q(x, y) \geq 0$ and use the key ingredients

$$
\begin{equation*}
C y+A x+B \leq 0 \text { (from lemma 4.9.5 and 4.9.20), } \tag{4.68}
\end{equation*}
$$

$$
\begin{gather*}
x \leq y(\text { since }[\varphi] \neq 0) \text { and }  \tag{4.69}\\
-A>0, C>0 \text { (from before). } \tag{4.70}
\end{gather*}
$$

(a) If $y \geq 0$ then we use (4.70) to obtain $0 \leq C y$ and obtain $0 \leq$ $C y \leq-A x-B$ via (4.68). Since $y \geq 0$ was assumed we obtain $0 \leq-(A x y+B y)$ such that $-\delta(A x y+B y) \geq 0$ since $\delta>0$. From (4.68) and (4.70) we obtain $-A x-C y-B+C>-A x-C y-B \geq 0$ and $Q(x, y)>0$ follows.
(b) If $y<0$ and $A x+B \geq 0$ we obtain $A x y+B y \leq 0$ and hence $-\delta(A x y+B y) \geq 0$ such that we can conclude as in the previous case.
(c) If $y<0$ and $A x+B<0$ then we get from (4.69) that $x \leq y<0$. Using (4.70) this gives $-A x \leq-A y<0$. Hence the assumption $A x+B<0$ implies $B<A x+B<0$ and $B<-A x \leq-A y<0$. Multiplying these inequalities of negative numbers, we obtain

$$
B^{2}>-A y(A x+B)
$$

Since $B<0$ we obtain $B^{2}>0$ and using $C>0$ we now have

$$
C>\frac{-A C}{B^{2}}(A x y+B y)
$$

Because $y<0$ and $A x+B<0$ was assumed in this case, we have $A x y+B y>0$. Moreover, $-A>0$ and $C>0$ as well as $B \neq 0$ imply $-\frac{A C}{B^{2}}>0$. For each $\delta$ that satisfies $0<\delta<-\frac{A C}{B^{2}}$ we get

$$
C>\delta(A x y+B y)
$$

From (4.68) we finally obtain

$$
-A x-C y-B+C \geq C>\delta(A x y+B y)
$$

and hence $Q(x, y)=-A x-C y-B+C-\delta(A x y+B y)>0$.

This concludes all cases and - hence - finishes the proof.

We will now use the discriminant as a tool to separate different cases and - therefore - have

Notation 4.9.23. For a Matrix $A=\left[\begin{array}{ll}w & x \\ y & z\end{array}\right]$, denote its trace $w+z$ by $\operatorname{Tr}(A)$ (such that $\operatorname{Discr}(A)=\operatorname{Tr}(A)^{2}-4 \operatorname{det}(A)$ ).

Recall that for a Matrix $M=\left[\begin{array}{cc}-A & B \\ -D & C\end{array}\right]$, this implies that we have $\operatorname{Discr}(M)=(A+C)^{2}-4 B D$.

We will now investigate the support property for CP-glued pre-stability conditions with negative discriminant.

Lemma 4.9.24. Let $\sigma=(Z, \mathcal{H})=(T, f)$ be a pre-stability condition obtained by CP-gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ from stability conditions $\sigma_{1}, \sigma_{2}$ such that $\operatorname{Discr}(M)<0$. For $h \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$, we have that $\sigma h$ is a pre-stability condition obtained by CP-gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ from stability conditions $\sigma_{1} h, \sigma_{2} h$.

Proof. Without loss of generality we can assume $h=\left(K_{r}, f_{r}\right)$, since the feature of two hearts of t -structures on $\mathcal{D}$ to fulfil CP-gluing condition is invariant under anything but rotation. Let $\sigma_{i}^{\prime}=\sigma_{i} h=\left(Z_{i}^{\prime}, \mathcal{H}_{i}^{\prime}\right)$ for $i \in\{1,2\}$. Let $\sigma_{1}=\sigma_{2}(T, f)$ and $\mathcal{P}_{i}$ the slicing of $\sigma_{i}$. Then $\mathcal{P}_{1}(t)=\mathcal{P}_{2}(f(t))$. If we let $\mathcal{P}_{i}^{\prime}$ be the slicing of $\sigma_{i}^{\prime}$ then $\mathcal{P}_{1}^{\prime}(t)=\mathcal{P}_{1}\left(f_{r}(t)\right)=\mathcal{P}_{2}\left(f\left(f_{r}(t)\right)\right)$ and $\mathcal{P}_{2}^{\prime}(t)=\mathcal{P}_{2}\left(f_{r}(t)\right)$. Letting $t=0$ and $t=1$ respectively and $f_{r}(0)=r$ we obtain

$$
\mathcal{H}_{1}^{\prime}=\mathcal{P}_{2}(f(r), f(r)+1] \text { and } \mathcal{H}_{2}^{\prime}=\mathcal{P}_{2}(r, r+1] .
$$

Since the restrictions of $f$ and $T$ to $S^{1}$ agree and via $\operatorname{Discr}(M)<0$ the eigenvalues of $M$ are not in $\mathbb{R}$, there is no (eigenvalue) $x^{\prime} \in \mathbb{R}$ with $f\left(x^{\prime}\right)=x^{\prime}$. Since $f(0) \geq 0$ we therefore have $f(r)>r$ for any $r \in \mathbb{R}$. Applying corollary 3.2.31 combined with lemma 3.1.16 proves that $\sigma h$ is a pre-stability condition obtained by CP-gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ from stability conditions $\sigma_{1} h, \sigma_{2} h$.

Lemma 4.9.25. Let $\sigma=(Z, \mathcal{H})$ be a pre-stability condition obtained by CP-gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ from stability conditions $\sigma_{1}, \sigma_{2}$ and assume that $0 \leq$ $f(0)<1$ such that $\operatorname{Discr}(M)<0$. If $E=E_{1} \xrightarrow{\varphi} E_{2} \in \mathcal{H}$ is a $\sigma$-semistable object with $\Im\left(Z_{2}\left(E_{1}\right)\right)<0$. Then $E_{1} \in \mathcal{H}_{2}[1]$.

Proof. By the definition of a heart obtained by CP-gluing (see lemma 3.1.5), $E_{2} \in \mathcal{H}_{2}$, since $E \in \mathcal{H}$ was assumed. By lemma 4.9.24, we have that for each $h \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$, the object $\sigma h$ is a CP-glued pre-stability condition. As
$\sigma_{1}=\sigma_{2} g$, if we apply $g^{-1}$, then $\sigma^{\prime}=\sigma g^{-1}$ is glued from stability conditions $\sigma_{2}, \sigma_{2} g^{-1}=\left(Z^{\prime}, \mathcal{H}^{\prime}\right)$ with respect to $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$. Since the $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$-action does not change the fact that $E$ is $\sigma^{\prime}$-semistable, this gives $E \in \mathcal{H}^{\prime}[n]$ for some $n$. By lemma 3.1.5, we obtain $E_{1} \in \mathcal{H}_{2}[n]$, because $\mathcal{H}_{2}$ is equal to $\mathcal{P}_{1}\left(f^{-1}(0), f^{-1}(1)\right]=\mathcal{P}_{2}(0,1]$, where $\mathcal{P}_{i}$ are the slicings of $\sigma_{i}$, for $i=1,2$. Since $0 \leq f(0)<1$, we obtain that $\mathcal{H}_{2} \subset \mathcal{P}_{1}(-1,1]$, which implies $n=0,1$. We assumed $\Im\left(Z_{2}\left(E_{1}\right)\right)<0$ and therefore we get that $E_{1} \in \mathcal{H}_{2}[1]$.

Lemma 4.9.26. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. Let $\sigma=$ $(Z, \mathcal{H})$, obtained from CP-gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ be a pre-stability condition, where $\sigma_{1}=\left(Z_{1}, \mathcal{H}_{1}\right)$ and $\sigma_{2}=\left(Z_{2}, \mathcal{H}_{2}\right)$, such that there is $g=(T, f) \in$ $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ with $\sigma_{1}=\sigma_{2} g$ where $(T, f)$ satisfies that $M=T^{-1}=\left[\begin{array}{cc}-A & B \\ -D & C\end{array}\right]$ with

$$
\operatorname{Discr}(M)<0 \text { and } 0<f(0)<1
$$

Then $\sigma$ is a Bridgeland stability condition.
Proof. By 2.5.44 we need to prove that the support property is satisfied. Firstly, we have $Z_{1}=Z \circ i_{1}$ and $Z_{2}=Z \circ i_{2}$ such that $Z_{1}=M Z_{2}$ and will for an $E=\left(E_{1} \xrightarrow{\varphi} E_{2}\right) \in \mathcal{D}^{\uparrow}$ use the following notation throughout the proof

$$
\begin{aligned}
d_{2} & =-\Re\left(Z \circ i_{2}\left(\left[\rho_{2}(E)\right]\right)\right), d_{1}=-\Re\left(Z \circ i_{2}\left(\left[\lambda_{1}(E)\right]\right)\right), \\
r_{2} & =\Im\left(Z \circ i_{2}\left(\left[\rho_{2}(E)\right]\right)\right) \text { and } r_{1}=\Im\left(Z \circ i_{2}\left(\left[\lambda_{1}(E)\right]\right)\right) .
\end{aligned}
$$

We have

$$
\begin{array}{r}
Z(v)=Z i_{1} \lambda_{1}(v)+Z i_{2} \rho_{2}(v)=M Z i_{2} \lambda_{1}(v)+Z i_{2} \rho_{2}(v) \\
=M\binom{-d_{1}}{r_{1}}+\binom{-d_{2}}{r_{2}}=A d_{1}+B r_{1}-d_{2}+i\left(D d_{1}+C r_{1}+r_{2}\right)
\end{array}
$$

such that $\Re\left(Z_{1} i_{1} \lambda_{1}(v)\right)=A d_{1}+B r_{1}$ and $\Im\left(Z_{1} i_{1} \lambda_{1}(v)\right)=D d_{1}+C r_{1}$ for $v \in \mathcal{N}\left(\mathcal{D}^{\uparrow}\right) \otimes \mathbb{R} \cong \mathbb{R}^{4}$.

We will investigate the quadratic form $Q(v):=d_{1} r_{2}-r_{1} d_{2}$ and start with a number of facts that will allow us to prove that the support property holds, namely

$$
\begin{array}{r}
0<f(0)<1 \text { and } C+i D \in \exp (i \pi f(0)) \text { implies } \\
\qquad \Im(C+i D)>0, \text { hence } D>0 \tag{4.71}
\end{array}
$$

$$
\begin{array}{r}
\operatorname{Discr}(M)=(A+C)^{2}-4 B D<0 \text { implies } 0 \leq(A+C)^{2}<4 B D \\
\text { such that (4.71) provides } B>0, \tag{4.72}
\end{array}
$$

$q_{M}(d, r):=D d^{2}+(A+C) d r+B r^{2}$ has discriminante equal to

$$
\begin{equation*}
\operatorname{Discr}(M)=(A+C)^{2}-4 B D<0 \tag{4.73}
\end{equation*}
$$

such that 4.71) and 4.72 provide

$$
q_{M}(d, r)>0 \text { for all }(d, r) \neq(0,0)
$$

$E \in \mathcal{H}$ implies $\lambda_{1}(E) \in \mathcal{H}_{1}, \rho_{2}(E) \in \mathcal{H}_{2}$ by 3.1.5

$$
\text { moreover, } i_{1}\left(\mathcal{H}_{1}\right) \in \mathcal{H}, i_{2}\left(\mathcal{H}_{2}\right) \in \mathcal{H}
$$

by corollary 3.2.19, such that all objects in the exact triangle

$$
\begin{equation*}
i_{2} \rho_{2}(E) \rightarrow E \rightarrow i_{1} \lambda_{1}(E) \xrightarrow{+} \tag{4.74}
\end{equation*}
$$

are in $\mathcal{H}$ and it therefore provides the short exact sequence

$$
0 \rightarrow i_{2} \rho_{2}(E) \rightarrow E \rightarrow i_{1} \lambda_{1}(E) \rightarrow 0 \in \mathcal{H}
$$

if $E \in \mathcal{H}$ is $\sigma$-stable then (4.74) implies

$$
0<\phi_{\sigma}\left(i_{2} \rho_{2}(E)\right)<\phi_{\sigma}(E)<\phi_{\sigma}\left(i_{1} \lambda_{1}(E)\right) \leq 1
$$

if $E \in \mathcal{H}$ then arguing as in 4.74, $Z(E), Z\left(i_{1} \lambda_{1}(E)\right), Z\left(i_{2} \rho_{2}(E)\right) \in \mathbb{H}$, therefore
$r_{2}=\Im\left(Z\left(i_{2} \rho_{2}(E)\right)\right) \geq 0$ and if $r_{2}=0$ then $-d_{2}=\Im\left(Z\left(i_{2} \rho_{2}(E)\right)\right)<0$
analogously $D d_{1}+C r_{1} \geq 0$ and if
$D d_{1}+C r_{1}=0$ then $A d_{1}+B r_{1}<0$
and

$$
\begin{array}{r}
E \in \mathcal{H}, r_{1}>0, \text { if } D d_{1}+C r_{1}=0 \text { then, by 4.77), } \\
\qquad A d_{1}+B r_{1}<0 \text { and }  \tag{4.77}\\
q_{M}\left(d_{1}, r_{1}\right)=d_{1}\left(D d_{1}+C r_{1}\right)+r_{1}\left(A d_{1}+B r_{1}\right)<0 \\
\text { contradicting 4.73), such that } D d_{1}+C r_{1}>0 .
\end{array}
$$

We will now prove that $\left.Q\right|_{\operatorname{ker}(Z)}$ is negative definite. Let $v \in \operatorname{ker}(Z)$, this is the case if and only if $\Re(Z(v))=\Im(Z(v))=0$, which is equivalent to $d_{2}=A d_{1}+B r_{1}$ and $r_{2}=-\left(D d_{1}+C r_{1}\right)$. Hence $Q(v)=d_{1} r_{2}-r_{1} d_{2}=$ $-d_{1}\left(D d_{1}+C r_{1}\right)-r_{1}\left(A d_{1}+B r_{1}\right)=-q_{M}\left(d_{1}, r_{1}\right)<0$ by (4.73) (if $r_{1}=d_{1}=0$ then $r_{2}=d_{2}=0$ and hence $v=0$ ). Hence $\left.Q\right|_{\operatorname{ker}(Z)}$ is negative definite.

We now have to prove that $E \in \mathcal{H} \sigma$-stable then $Q(E) \geq 0$ and distinguish the following cases.

1. If $r_{2}=0$ then $\phi_{\sigma}\left(i_{2} \rho_{2}(E)\right)=1$, contradicting 4.75) and we can disregard this case.
2. If $r_{1}=0$ then (4.76) provides $D d_{1}+C r_{1} \geq 0$ such that $D d_{1} \geq 0$ and therefore, by (4.71), $d_{1} \geq 0$. By (4.76) we have $r_{2} \geq 0$ such that $Q(E)=d_{1} r_{2}-r_{1} d_{2}=d_{1} r_{2} \geq 0$
3. If $r_{2}>0, r_{1}>0$ then 4.75) provides $\phi_{\sigma} i_{2} \rho_{2}(E) \leq \phi_{\sigma} i_{1} \lambda_{1}(E)$ which implies $\mu_{\sigma} i_{2} \rho_{2}(E) \leq \mu_{\sigma} i_{1} \lambda_{1}(E)$, in other words

$$
\begin{aligned}
\frac{-\Re\left(Z i_{2} \rho_{2}(E)\right)}{\Im\left(Z i_{2} \rho_{2}(E)\right)} \leq & \frac{-\Re\left(Z i_{1} \lambda_{1}(E)\right)}{\Im\left(Z i_{1} \lambda_{1}(E)\right)} \\
& \text { in other words } \\
\frac{d_{2}}{r_{2}} \leq & \frac{-A d_{1}-B r_{1}}{D d_{1}+C r_{1}}
\end{aligned}
$$

Now, (4.73) provides $q_{M}\left(d_{1}, r_{1}\right)>0$ such that $d_{1}\left(D d_{1}+C r_{1}\right)+r_{1}\left(A d_{1}+B r_{1}\right)>$ 0 and hence

$$
\frac{-A d_{1}-B r_{1}}{D d_{1}+C r_{1}}<\frac{d_{1}}{r_{1}}
$$

since $r_{1}>0$ by assumption and, by (4.77), $D d_{1}+C r_{1}>0$ as well. Hence,

$$
\frac{d_{2}}{r_{2}}<\frac{d_{1}}{r_{1}}
$$

and since $r_{1}, r_{2}>0$ this implies $Q(E)=d_{1} r_{2}-r_{1} d_{2}>0$.
If $r_{2}>0, r_{1}<0$, we obtain by lemma 4.9.25, which is applicable because $r_{1}<$ 0 , that $\lambda_{1}(E) \in \mathcal{H}_{2}[1]$. Since $\rho_{2}(E) \in \mathcal{H}_{2}$ we obtain $[\varphi] \in \operatorname{Hom}_{\mathcal{D}^{\dagger}}^{<0}\left(\mathcal{H}_{2}, \mathcal{H}_{2}\right)=0$ which implies $E \cong i_{1}\left(E_{1}\right) \oplus i_{2}\left(E_{2}\right)$ by corollary 4.5.6. Since $E$ stable either $E_{1}=0$ or $E_{2}=0$ which contradicts $r_{1}, r_{2}>0$ such that we can disregard this case.

Lemma 4.9.27. Let $\sigma \in \Theta_{1}$ normalised with $\operatorname{Discr}(M) \geq 0$ for the associated matrix $M$ and negative eigenvalues. Then there is an $h \in{\widetilde{\mathrm{GL}_{2}}}^{+}(\mathbb{R})$ such that $\sigma h$ is obtained from CP-gluing stability conditions $\sigma_{1} h, \sigma_{2} h$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ with $\sigma_{i} h=\left(Z_{i}^{\prime}, \mathcal{H}_{i}^{\prime}\right), i \in\{1,2\}$ and

$$
\operatorname{Hom}^{\leq 1}\left(i_{1}\left(\mathcal{H}_{1}^{\prime}\right), i_{2}\left(\mathcal{H}_{2}^{\prime}\right)\right)=0
$$

Proof. The existence of real eigenvalues of $T$ is provided from that of $T^{-1}$ since $\operatorname{Discr}(M) \geq 0$. Let $\beta<0$ be an eigenvalue of $T$ with corresponding
eigenvector $v$, in other words $T v=\beta v$. Written in polar coordinates we have $v=m(\cos (\phi), \sin (\phi))$ with $\phi \in(-\pi, \pi]$ and $m \in \mathbb{R}_{>0}$. However, by linearity we can, without loss of generality assume $m=1$.

We investigate $\sigma h$ where $h=\left(K_{\phi}, f_{\phi}\right) \in{\widetilde{\mathrm{GL}_{2}}}^{+}(\mathbb{R})$. Firstly we consider $g h=\left(T K_{\phi}, f \circ f_{\phi}\right)$. By the correspondence between $f \circ f_{\phi}$ and $T K_{\phi}$ over $S^{1}$ it is sufficient for the computation of $f \circ f_{\phi}$ to compute $T K_{\phi} v_{0}$ where $v_{0}=(1,0)$. We have $\left(T K_{\phi}\right) v_{0}=T v=\beta v$. Therefore, if we study the induced map $f: S^{1} \rightarrow S^{1}$, where $S^{1}=(-1,1]$, as $\beta<0$, we show $f \circ f_{\phi}(0)=$ $f(\phi / \pi)=\phi / \pi+1$. We distinguish between two cases

1. If $-1<\phi / \pi \leq 0$ we have $f_{\phi}(0)=f(\phi / \pi)=\phi / \pi+1$ on $S^{1}$, such that $f \circ f_{\phi}(0)=f(\phi / \pi)=\phi / \pi+1+2 k, k \in \mathbb{Z}$. We use that $f$ is an increasing function to see that $-1<\phi / \pi \leq 0$ implies

$$
-1<f(-1)<\phi / \pi+1+2 k \leq f(0)<1
$$

which forces $k=0$.
2. If $0<\phi / \pi \leq 1$ we have $f_{\phi}(0)=f(\phi / \pi)=\phi / \pi-1$ on $S^{1}$, such that $f \circ f_{\phi}(0)=f(\phi / \pi)=\phi / \pi-1+2 k, k \in \mathbb{Z}$. We use that $f$ is an increasing function to see that $0<\phi / \pi \leq 1$ implies

$$
0<f(0)<\phi / \pi-1+2 k \leq f(1)<2
$$

which forces $k=1$.
In essence, the consideration of both cases reveals $f \circ f_{\phi}(0)=f(\phi / \pi)=$ $\phi / \pi+1$. Now, let $\mathcal{P}_{2}^{\prime}$ be the slicing of $\sigma_{2}$, then

$$
\begin{aligned}
\mathcal{H}_{1}^{\prime}= & \mathcal{P}_{2}\left(f \circ f_{\phi}(0), f \circ f_{\phi}(1)\right]=\mathcal{P}(\phi / \pi+1, \phi / \pi+2] \\
& \text { and } \mathcal{H}_{2}^{\prime}=\mathcal{P}_{2}\left(f_{\phi}(0), f_{\phi}(1)\right]=\mathcal{P}(\phi / \pi, \phi / \pi+1]
\end{aligned}
$$

Hence,

$$
\operatorname{Hom}^{\leq 1}\left(i_{1}\left(\mathcal{H}_{1}^{\prime}\right), i_{2}\left(\mathcal{H}_{2}^{\prime}\right)\right)=0
$$

holds and $\sigma h$ is indeed obtained from CP-gluing by corollary 3.2.36.
We are finally ready to give the following important proposition.
Proposition 4.9.28. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is s smooth projective curve. If

$$
\sigma \in \Theta_{1} \cup \Theta_{2} \cup \Theta_{3}
$$

then $\sigma$ satisfies the support property and is therefore a Bridgeland stability condition.

Proof. We will prove the statement for $i=1$, where $i=2$ and $i=3$ follow by applying the Serre functor. This is seen from

$$
S_{\mathcal{D}^{\uparrow}}\left(\Theta_{1}\right) \in \Theta_{2}, S_{\mathcal{D}^{\uparrow}}\left(\Theta_{2}\right) \in \Theta_{3}, S_{\mathcal{D}^{\uparrow}}\left(\Theta_{1}\right) \in \Theta_{1}
$$

(see 4.57) , and lemma 2.5.55.
Let $\sigma g$ be normalised and note that $f(0)=0$ and $\operatorname{Discr}(M)<0$ is not possible since $f(0)=0$ forces $D=0$ such that $\operatorname{Discr}(M)=(A+C)^{2}-4 B D=$ $(A+C)^{2} \geq 0$. The proof falls into the following cases:

1. If $f(0) \geq 1$, we obtain the result from lemma 4.9.1
2. If $0 \leq f(0)<1$ and $\operatorname{Discr}(M) \geq 0$, we have the existence of real eigenvalues $\lambda_{1}, \lambda_{2} \in \mathbb{R}$. If $\lambda_{1}, \lambda_{2}>0$, then, by lemma 4.8 .24 we can find $g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that $\sigma g$ is obtained via CP-gluing of two copies of the same heart - therefore $D=0$. By lemma 4.9.22 and the fact that the support property is stable under the $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$-action, we have that $\sigma$ fulfils the support property. If $\lambda_{1}, \lambda_{2}<0$, then lemma 4.9 .27 there is $h \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$, such that $\sigma h$ is obtained by CP-gluing from $\sigma_{1} h, \sigma_{2} h$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ with $\sigma_{i} h=\left(Z_{i}^{\prime}, \mathcal{H}_{i}^{\prime}\right)$ and $\operatorname{Hom}^{\leq 1}\left(i_{1} \mathcal{H}_{1}^{\prime}, i_{2} \mathcal{H}_{2}^{\prime}\right)=0$. We hence obtain the result from lemma 4.9.1.
3. If $0<f(0)<1$ and $\operatorname{Discr}(M)<0$, the result is obtained from lemma 4.9 .26

We will now study the support property for pre-stability conditions in $\Gamma$. We aim at proving proposition 4.9 .36 broken down into a Series of lemmas, which will - in turn - provide a key ingredient for establishing theorem 4.9.37.

Lemma 4.9.29. Let $\sigma=\left(Z, \mathcal{H}\left(C_{1}, D_{1}\right)\right)$ be a pre-stability condition in $\Gamma$. If $F \in \mathcal{A}=\operatorname{Coh}(C), C$ an elliptic curve, is $\mu$-semistable, then $i_{1}(F), i_{2}(F)$ and $\Delta(F)$ are $\sigma$-semistable.

Proof. We consider a JHF of $F$ with respect to $\mu$. All the $\mu$-stable factors $A_{i}$, for $i=0, \ldots, n$, have the same slope $\mu(F)$ and by lemma 4.8.35, we additionally obtain that $i_{2}\left(A_{i}\right)$ is $\sigma$-stable and, by lemma 4.7.39 in $\mathcal{H}$, for all $i \in\{1, \ldots, n\}$. As $\left.Z\right|_{i_{2}(\mathcal{A})}=Z_{\mu}$, we obtain from the equality of the slopes that $\phi\left(i_{2}\left(A_{i}\right)\right)=\phi\left(i_{2}(F)\right)=\lambda$, with $\lambda \in \mathbb{R}$. Since the category $\mathcal{P}(\lambda)$ is closed under extensions, we obtain that $i_{2}(F)$ is $\sigma$-semistable. Now since $F$ is $\mu$ semistable, we can use lemma 4.7 .39 to see that $i_{1}(F)$ is in $\mathcal{H}$ or in $\mathcal{H}[1]$ and $\Delta(F)$ is in $\mathcal{H}$ or in $\mathcal{H}[1]$. Since the slope determines the phase up to addition of $2 n, n \in \mathbb{Z}$, the same conclusion can be drawn for $i_{1}(F)$ and $\Delta(F)$.

Lemma 4.9.30. Let $\mathcal{A}=\operatorname{Coh}(C), C$ an elliptic curve and $\mathcal{H}$ be the heart of a normalised pre-stability condition in $\Gamma$. We have $\mathcal{H} \cap \mathcal{D}_{2}=i_{2}(\mathcal{A})$.

Proof. Let $E \in \mathcal{H}, E=E_{1} \xrightarrow{\varphi} E_{2}$. Using the description of $E$ 's cohomology provided by lemma 4.8.5, assuming $E \in \mathcal{D}_{2}$ at the same time, we obtain $H^{0}\left(E_{1}\right)=H^{1}\left(E_{1}\right)=0$. By considering the long exact cohomology-sequence induced by the exact triangle $E_{1} \xrightarrow{\varphi} E_{2} \rightarrow \operatorname{Cone}(\varphi) \xrightarrow{+}$, in $\mathcal{D}$, we obtain $H^{-1}(\operatorname{Cone}(\varphi))=H^{1}\left(E_{2}\right)=0$, which implies $E \in i_{2}(\mathcal{A})$.

On the other hand, lemma 4.7 .39 provides $i_{2}(\mathcal{A}) \subset \mathcal{H}$. Since obviously $i_{2}(\mathcal{A}) \subset \mathcal{D}_{2}$, the proof is finished.

Lemma 4.9.31. Let $\mathcal{A}=\operatorname{Coh}(C)$ and $C$ be an elliptic curve. If $E=E_{1} \xrightarrow{\varphi}$ $E_{2} \in \mathcal{H}$ is $\sigma$-semistable and $\sigma=(Z, \mathcal{H})$ where $\sigma$ is a normalised pre-stability condition in $\Gamma$ then $E \in \mathcal{H}_{12}$ or $E \in \mathcal{H}_{12}[-1]$ or $E \in \mathcal{H}_{23}[-1]$ or $E \in \mathcal{H}_{31}$.

Proof. By lemma 4.8.35, we have that $i_{1}(\mathbb{C}(x)), i_{2}(\mathbb{C}(x))$ and $\Delta(\mathbb{C}(x))$ are $\sigma$-stable. There are elements $g_{1}, g_{2} \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ with $\delta_{i}=\sigma g_{i}=\left(W_{i}, \mathcal{B}_{i}\right)$ for $i=1,2$, such that $\delta_{1}$ satisfies that $i_{1}(\mathbb{C}(x))$ is $\delta_{1}$-stable of phase one, $i_{2}(\mathbb{C}(x)), \Delta(\mathbb{C}(x))$ are $\delta_{1}$-stable and $\delta_{2}$ satisfies that $\Delta(\mathbb{C}(x))$ is $\delta_{2}$-stable of phase one and $i_{2}(\mathbb{C}(x)), i_{1}(\mathbb{C}(x))$ are $\delta_{2}$-stable. We can apply lemma 4.8.3 to describes the cohomology of objects in the respective hearts.

If

- $E \in \mathcal{H}$, then the cohomology of $E_{1}, E_{2}$ and $\mathbb{K}(E)[1]$ vanishes except for

$$
H^{0}\left(E_{1}\right), H^{1}\left(E_{1}\right), H^{0}\left(E_{2}\right), H^{1}\left(E_{2}\right), H^{-1}(\mathbb{K}(E)[1]) \text { and } H^{0}(\mathbb{K}(E)[1]),
$$

- $E \in \mathcal{B}_{1}$, then the cohomology of $E_{1}, E_{2}$ and $\mathbb{K}(E)[1]$ vanishes except for

$$
H^{-1}\left(E_{1}\right), H^{0}\left(E_{1}\right), H^{-1}\left(E_{2}\right), H^{0}\left(E_{2}\right), H^{-1}(\mathbb{K}(E)[1]) \text { and } H^{0}(\mathbb{K}(E)[1])
$$

- $E \in \mathcal{B}_{2}$, then all its cohomology vanishes except for

$$
H^{0}\left(E_{1}\right), H^{1}\left(E_{1}\right), H^{-1}\left(E_{2}\right), H^{0}\left(E_{2}\right), H^{-1}(\mathbb{K}(E)[1]) \text { and } H^{0}(\mathbb{K}(E)[1]) .
$$

Additionally we see from the exact triangle $E_{1} \rightarrow E_{2} \rightarrow \mathbb{K}(E)[1] \xrightarrow{+}$ that $H^{i}=0$ for all $i \in \mathbb{Z}$ for two of the objects, then $H^{i}=0$ for all $i \in \mathbb{Z}$ for the third one as well.

Since $E$ is $\delta_{i}$-semistable we have that $E \in \mathcal{B}_{i}[n]$, for $i=1,2$ and $n \in \mathbb{Z}$, where the only possible cases are $n=1,0,-1,-2$. We study the non-trivial cases.

1. if $E \in \mathcal{H} \cap \mathcal{B}_{1}[-2]$ then the only non-vanishing cohomology is $H^{1}\left(E_{1}\right)=$ $H^{0}\left(E_{1}[1]\right)$ and $H^{1}\left(E_{2}\right)=H^{0}\left(E_{2}[1]\right)$ such that $E_{1}[1] \in \mathcal{A}$ and $E_{2}[1] \in \mathcal{A}$ and hence $E \in \mathcal{H}_{12}[-1]$
2. if $E \in \mathcal{H} \cap \mathcal{B}_{1}[-1] \cap \mathcal{B}_{2}[-1]$ then the only non-vanishing cohomology is $H^{0}\left(E_{1}[1]\right), H^{0}(\mathbb{K}(E)[1])$, such that $E \in \mathcal{H}_{23}[-1]$
3. if $E \in \mathcal{H} \cap \mathcal{B}_{1}[-1] \cap \mathcal{B}_{2}$ then, by similar arguments as in the previous case $E \in \mathcal{H}_{13}$.
4. If $E \in \mathcal{H} \cap \mathcal{B}_{1}$ then $H^{i}\left(E_{1}\right)$ and $H^{i}\left(E_{2}\right)$ vanishes if $i \neq 0$ such that $E_{1}, E_{2} \in \mathcal{A}$ and therefore $E \in \mathcal{H}_{12}$.

Lemma 4.9.32. If $\mathcal{D}$ has a Serre functor, then

$$
S_{\mathcal{D}^{\uparrow}}\left(\mathcal{H}_{12}\right)=\mathcal{H}_{23}[1], S_{\mathcal{D}^{\uparrow}}\left(\mathcal{H}_{23}\right)=\mathcal{H}_{31}[2], S_{\mathcal{D}^{\uparrow}}\left(\mathcal{H}_{31}\right)=\mathcal{H}_{12}[1]
$$

Proof. We obtain this from combining 4.35) with definition 4.8.1.
Lemma 4.9.33. Let $\mathcal{A}=\operatorname{Coh}(C)$ and $C$ be an elliptic curve and $E=E_{1} \xrightarrow{\varphi}$ $E_{2} \in \mathcal{H}_{i j}$ be $\sigma$-semistable in $\mathcal{H}$, where (ij) is an element of the set of ordered pairs $\{(12),(31),(23)\}$ and $\sigma=(Z, \mathcal{H})$ and $\sigma$ a pre-stability condition in $\Gamma$. Then we have $\operatorname{Hom}_{\mathcal{D} \uparrow}(E, E[2])=0$.

Proof. Assume that $E \in \mathcal{H}_{12}=\mathcal{A}^{\uparrow}$. We have $E \in \mathcal{A}^{\uparrow} \cap \mathcal{H}=\mathcal{F}$, where $\mathcal{H}=\langle\mathcal{F}, \mathcal{T}[-1]\rangle$ as in lemma 4.8.5. Additionally,

$$
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(E, E[2])=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(E[2], S_{\mathcal{D}^{\uparrow}}(E)\right)^{*}=\operatorname{Hom}\left(E[1], E_{2} \rightarrow \operatorname{Cone}(\varphi)\right)^{*}
$$

and it therefore suffices to prove that $\operatorname{Hom}\left(E[1], E_{2} \rightarrow \operatorname{Cone}(\varphi)\right)=0$.
Consider the exact triangle $i_{2}(\operatorname{Cone}(\varphi)) \rightarrow S_{\mathcal{D} \uparrow}(E)[-1] \rightarrow i_{1}\left(E_{2}\right) \xrightarrow{+}$ which, via applying the Hom-functor, induces a long exact sequence which implies that it is enough to prove that $\operatorname{Hom}_{\mathcal{D}^{\dagger}}\left(E[1], i_{1}\left(E_{2}\right)\right)=0$ and that $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(E[1], i_{2}(\operatorname{Cone}(\varphi))\right)=0$. We obtain the first vanishing from the fact that we have $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(E[1], i_{1}\left(E_{2}\right)\right)=\operatorname{Hom}_{D^{b}(C)}\left(E_{1}[1], E_{2}\right)=0$ provided by $E_{1}, E_{2} \in \mathcal{A}$ combined with the fact that $\mathcal{A}$ is the heart of a t-structure on $\mathcal{D}$. We must therefore prove that $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(E[1], i_{2}(\operatorname{Cone}(\varphi))\right)=0$.

1. If $\operatorname{ker}(\varphi)=0$, we obtain that $\operatorname{Cone}(\varphi)=\operatorname{coker}(\varphi)$ and via $\mathbb{K}[1] \dashv i_{2}$ this implies

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(E[1], i_{2}(\operatorname{Cone}(\varphi))\right)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(E[1], i_{2}(\operatorname{coker}(\varphi))\right) \\
=\operatorname{Hom}_{\mathcal{D}_{\uparrow} \uparrow}(\operatorname{coker}(\varphi)[1], \operatorname{coker}(\varphi))=0 .
\end{array}
$$

2. If $\operatorname{ker}(\varphi) \neq 0$, we will obtain the Hom-vanishing by showing that $\phi(E)+$ $1>\phi^{+}\left(i_{2}(\operatorname{Cone}(\varphi))\right)$, to which end we now compute $\phi^{+}\left(i_{2}(\operatorname{Cone}(\varphi))\right)$. By lemma 4.9.30, we have that $\mathcal{H} \cap \mathcal{D}_{2}=i_{2}(\mathcal{A})$ and hence $i_{2}(\operatorname{Cone}(\varphi)) \notin$ $\mathcal{H}$. Therefore we need to consider its filtration in the t -structure induced by $\mathcal{H}$, given by

with $H^{-1}\left(i_{2}(\operatorname{Cone}(\varphi))\right)[1] \in i_{2}(\mathcal{A})[1] \subset \mathcal{H}[1], H^{0}\left(i_{2}(\operatorname{Cone}(\varphi))\right)[1] \in$ $i_{2}(\mathcal{A}) \subset \mathcal{H}$. By definition, $\phi^{+}\left(i_{2}(\operatorname{Cone}(\varphi))\right)=\phi^{+}\left(i_{2}(\operatorname{ker}(\varphi))\right)+1$. We examine the HN-filtration $0 \subset H_{1} \cdots \subset H_{n-1} \subset H_{n}=i_{2}(\operatorname{ker}(\varphi))$ of $i_{2}(\operatorname{ker}(\varphi))$ in $\mathcal{H}$ with respect to $\sigma$. Lemma 4.9.29 provides that if $F \in \mathcal{A}$ is $\mu$-semistable then $i_{2}(F)$ is $\sigma$-semistable. Therefore, we consider the HN-filtration of $\operatorname{ker}(\varphi)$ with respect to $\mu$. Since $i_{2}(\mathcal{A}) \subset \mathcal{H}$ and $\left.Z\right|_{i_{2}(\mathcal{A})}=Z_{\mu}$, we obtain a filtration that fulfils all the conditions of a HN -filtration of $i_{2}(\operatorname{ker}(\varphi))$ in $\mathcal{H}$ with respect to $\sigma$. By the uniqueness of the HN-filtration, we deduce that $H_{i} \in i_{2}(\mathcal{A})$, for all $i=0, \ldots, n$. Moreover, we have that $H_{1} \neq 0$ is $\sigma$-semistable and $\phi\left(H_{1}\right)=\phi^{+}\left(i_{2}(\operatorname{ker}(\varphi))\right)=\phi^{+}\left(i_{2}(\operatorname{Cone}(\varphi))\right)-1$.
Let $H_{1}=i_{2}\left(F_{1}\right)$, with $F_{1} \in \mathcal{A}$. By definition we have $F_{1} \subset \operatorname{ker}(\varphi)$. As $\operatorname{ker}(\varphi) \rightarrow 0$ is a subobject of $E$ in $\mathcal{A}^{\uparrow}$ and $\mathcal{F}$ is closed under subobjects we obtain $F_{1} \rightarrow 0 \in \mathcal{F} \subset \mathcal{H}$. Since $F_{1}$ is $\mu$-semistable, we use lemma 4.9 .29 to see that $i_{1}\left(F_{1}\right)$ too is $\sigma$-semistable. Moreover, we have a nonzero morphism $i_{1}\left(F_{1}\right) \rightarrow E$. As both $i_{1}\left(F_{1}\right)$ and $E$ are $\sigma$-semistable this implies $\phi_{\sigma}\left(i_{1}\left(F_{1}\right)\right) \leq \phi_{\sigma}(E)$.
Let $d=\operatorname{deg}\left(F_{1}\right)$ and $r=\operatorname{rank}\left(F_{1}\right)$. By the definition of $\mathcal{F}$, using lemma 4.8.16, we get that $\operatorname{ker}(\varphi)$ and therefore $F_{1}$ is torsion-free, implying $r>0$. As $i_{1}\left(F_{1}\right) \in \mathcal{F}$, we also have that $C r+D d \geq 0$. Moreover, $D<0$ and $\operatorname{Discr}(M)<0$ implies that $\phi\left(H_{1}\right)<\phi\left(i_{1}\left(F_{1}\right)\right)$ holds true. Therefore, we obtain $\phi^{+}\left(i_{2}(\operatorname{Cone}(\varphi))\right)-1=\phi\left(i_{2}\left(F_{1}\right)\right)<\phi(E)$, which is what we wanted to prove.

We obtain the statement when $E \in \mathcal{H}_{31}$ or $E \in \mathcal{H}_{23}$ by applying the Serre functor - lemma 4.9.32 provides, in particular,

$$
S_{\mathcal{D}^{\uparrow}}\left(\mathcal{H}_{23}\right) \subset \mathcal{H}_{31}[2], S_{\mathcal{D}^{\uparrow}}\left(\mathcal{H}_{31}\right) \subset \mathcal{H}_{12}[1]
$$

such that $E \in \mathcal{H}_{23} \sigma$-semistable provides

$$
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(E, E[2])=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(S_{\mathcal{D}^{\uparrow}}^{2}(E), S_{\mathcal{D}^{\uparrow}}^{2}(E[2])\right)
$$

by the previous and since $E$ is $S_{\mathcal{D} \uparrow}^{2}(\sigma)$-semistable by lemma 2.5 .54 and $S_{\mathcal{D}^{\uparrow}}^{2}(\sigma) \in \Gamma$ by 4.8.38, we have $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(S_{\mathcal{D}^{\uparrow}}^{2}(E), S_{\mathcal{D}^{\uparrow}}^{2}(E[2])\right)=0$. Similarly, $E \in \mathcal{H}_{31} \sigma$-semistable provides

$$
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(E, E[2])=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(S_{\mathcal{D}^{\uparrow}}(E), S_{\mathcal{D}^{\uparrow}}(E[2])\right)=0 .
$$

Corollary 4.9.34. Let $\mathcal{A}=\operatorname{Coh}(C)$ and $C$ be an elliptic curve. If $E$ is $\sigma$-stable where $\sigma$ is a pre-stability condition in $\Gamma$, then $\operatorname{Hom}_{\mathcal{D} \uparrow}(E, E[2])=0$.

Proof. Because of lemma 4.9 .31 and since stable implies semistable, lemma 4.9 .33 applies - the shift does not change the vanishing of the Hom.

Lemma 4.9.35. Let $\mathcal{A}=\operatorname{Coh}(C)$ and $C$ be an elliptic curve. If $E=\left(E_{1} \xrightarrow{\varphi}\right.$ $\left.E_{2}\right) \in \mathcal{D}^{\uparrow}$ is a $\sigma$-stable object, where $\sigma$ is a pre-stability condition in $\Gamma$, then $-\chi(E, E)=d_{2} r_{1}-d_{1} r_{2} \geq 0$.

Proof. The proof falls into two cases:

1. $[\varphi]=0$. This implies that either $E_{1}=0$ or $E_{2}=0$, as otherwise, by corollary 4.5.6, $E$ would be a direct sum of non-zero $i_{1}\left(E_{1}\right)$ and $i_{2}\left(E_{2}\right)$ and we would obtain a contradiction to the assumption that $E$ is $\sigma$-stable and therefore cannot be written as a direct sum of non-zero subobjects. It follows that $-\chi(E, E)=0$.
2. $[\varphi] \neq 0$. As $\chi(E[n], E[n])=\chi(E, E)$ for all $n \in \mathbb{Z}$ we may assume $E \in \mathcal{H}$ and since $\mathcal{H}$ is the heart of a bounded t-structure, we have that $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(E, E[n])=0$ for all $n<0$. By corollary 4.9.34, we have that $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(E, E[2])=0$ and so $\mathcal{A}^{\uparrow}$ has homological dimension 2, which implies that $\mathcal{H}_{23}[-1]$ and $\mathcal{H}_{31}$ also have homological dimension 2. Therefore, it follows that $\operatorname{Hom}_{\mathcal{D}_{\uparrow}}(E, E[n])=0$ for $n \geq 2$. As a consequence, we obtain $-\chi(E, E)=-\operatorname{hom}_{\mathcal{D}^{\uparrow}}(E, E)+\operatorname{hom}_{\mathcal{D}^{\uparrow}}(E, E[1])$. Since $E$ was assumed to be $\sigma$-stable, it follows that $-\operatorname{hom}_{\mathcal{D}^{\uparrow}}(E, E)=$ -1 . To prove our claim, it therefore suffices to show that the strict inequality $\operatorname{hom}_{\mathcal{D}^{\dagger}}(E, E[1])>0$ holds. We have $\operatorname{hom}_{\mathcal{D}^{\dagger}}(E, E[1])=$ $\operatorname{hom}\left(E[1], S_{\mathcal{D}^{\uparrow}}(E)\right)$ where $S_{\mathcal{D}^{\uparrow}}(E)=E_{2}[1] \xrightarrow{i_{E}[1]} \operatorname{Cone}(\varphi)[1]$. We also have $\operatorname{hom}_{\mathcal{D} \uparrow}\left(E[1], S_{\mathcal{D} \uparrow}(E)\right)>0$ because there is a non-zero morphism $E \rightarrow S_{\mathcal{D} \uparrow}(E)[-1]$. Therefore, $-\chi(E, E)=d_{2} r_{1}-d_{1} r_{2}>0$.

Proposition 4.9.36. Let $\mathcal{A}=\operatorname{Coh}(C)$ and $C$ be an elliptic curve. Let $\sigma=(Z, \mathcal{H})$ on $\mathcal{D}^{\uparrow}$ be a pre-stability condition in $\Gamma$, then $\sigma$ satisfies the support property and therefore it is a Bridgeland stability condition.

Proof. We will prove that $\sigma$ satisfies the support property with respect to the quadratic form $Q\left(r_{1}, d_{1}, r_{2}, d_{2}\right)=d_{2} r_{1}-d_{1} r_{2}$. We - using a normalised $\sigma$ combined with the fact that the group action preserves the support property - have

$$
\operatorname{ker}(Z)=\left\{\left(r_{1}, d_{1}, r_{2}, d_{2}\right) \mid d_{2}=A d_{1}+B r_{1} \text { and } r_{2}=-C r_{1}-D d_{1}\right\}
$$

Let $\left(r_{1}, d_{1}, r_{2}, d_{2}\right) \in \operatorname{ker}(Z)$, then $Q\left(r_{1}, d_{1}, r_{2}, d_{2}\right)=D d_{1}^{2}+(A+C) d_{1} r_{1}+B r_{1}^{2}<$ 0 . Since $-1<f(0)=r<0$, we have that $D<0$. Moreover, since we have $\operatorname{Discr}(M)=(A+C)^{2}-4 B D<0$, we additionally obtain $B<0$ and $D d_{1}^{2}+(A+C) d_{1} r_{1}+B r_{1}^{2}<0$ for all $\left(r_{1}, d_{1}\right) \in \mathbb{R}^{2}$. Hence, $Q$ is negative definite in $\operatorname{ker}(Z)$.

Now, let $E=E_{1} \xrightarrow{\varphi} E_{2}$ be a $\sigma$-semistable object. By [8, Lemma A.6] it is enough to show that $Q(E) \geq 0$ for $\sigma$-stable objects. By lemma 4.9.35 we have that $d_{2} r_{1}-d_{1} r_{2} \geq 0$ and the proof is finished.

Theorem 4.9.37. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is an elliptic curve. Then

$$
\operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)
$$

Proof. Let $\sigma \in \operatorname{pre} \operatorname{Stab} \mathcal{D}^{\uparrow}$ then $\sigma$ satisfies the support property and, therefore, is a Bridgeland stability condition. To see this apply proposition 4.9.28 for $\sigma \in \Theta_{i}$, and proposition 4.9 .36 for $\sigma \in \Gamma$. By theorem 4.8.36 these are the only cases we need to consider.

### 4.10 Topological description of $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$

It is now our purpose to study the topology of $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ by investigating one of it's characterising subsets. The aim of this section is to prove that the set $S_{12}$ to be defined in 4.10.1 is an open, connected four dimensional complex manifold. We start by introducing new language.

Definition 4.10.1. Let $\mathcal{A}=\operatorname{Coh}(C)$ for a smooth projective curve $C$. Define the sets

$$
\begin{aligned}
& S_{12}=\left\{\sigma \in \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right) \mid i_{1}(\mathbb{C}(x)), i_{2}(\mathbb{C}(x)), i_{1}\left(\mathcal{O}_{C}\right), i_{2}\left(\mathcal{O}_{C}\right) \sigma \text {-stable }\right\}, \\
& S_{23}=\left\{\sigma \in \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right) \mid i_{2}(\mathbb{C}(x)), \Delta(\mathbb{C}(x)), i_{2}\left(\mathcal{O}_{C}\right), \Delta\left(\mathcal{O}_{C}\right) \sigma \text {-stable }\right\},
\end{aligned}
$$

and

$$
S_{31}=\left\{\sigma \in \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right) \mid i_{1}(\mathbb{C}(x)), \Delta(\mathbb{C}(x)), i_{1}\left(\mathcal{O}_{C}\right), \Delta\left(\mathcal{O}_{C}\right) \sigma \text {-stable }\right\}
$$

for all closed points $x \in C$.
The following lemma is a very useful - and intriguing - fact on $\operatorname{Stab}(\mathcal{D})$. We will subsequently be able to use it with regard to $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ also.

Lemma 4.10.2. Let $\mathcal{A}=\operatorname{Coh}(C)$ for a smooth projective curve $C$. Let

$$
\mathcal{M}:=\left\{\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right) \in \mathbb{R}^{4} \mid \phi_{1}<\phi_{0}<\phi_{1}+1 \text { and } m_{0}, m_{1}>0\right\}
$$

There is a homeomorphism

$$
\begin{array}{r}
\rho: \operatorname{Stab}(\mathcal{D}) \rightarrow \mathcal{M} \\
\sigma=(Z, \mathcal{H}) \mapsto\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right)
\end{array}
$$

where $m_{0}=|Z(\mathbb{C}(x))|$ and $m_{1}=\left|Z\left(\mathcal{O}_{C}\right)\right|, \phi_{0}=\phi_{\sigma}(\mathbb{C}(x))$ and $\phi_{1}=\phi_{\sigma}\left(\mathcal{O}_{C}\right)$.
Proof. The stability of $\mathbb{C}(x)$ and $\mathcal{O}_{C}$ in combination with $\operatorname{Hom}_{\mathcal{A}}\left(\mathcal{O}_{C}, \mathbb{C}(X)\right) \neq$ $0 \neq \operatorname{Hom}_{\mathcal{A}}\left(\mathbb{C}(X), \mathcal{O}_{C}[1]\right)$ provides $\phi_{1}<\phi_{0}<\phi_{1}+1$. Moreover, $m_{0}, m_{1}>0$ by definition.

We obtain that $\rho$ is continuous from two fact. Firstly from that, that the operators $\phi_{\mathcal{P}}^{-}(E)=\phi_{\sigma}^{-}(E)$ and $\phi_{\mathcal{P}}^{-}(E)=\phi_{\sigma}^{-}(E)$ of [18, Section 3], considered as functions on the set of slicings/stability conditions are equal whenever $E$ semistable (which is the case for $E=\mathbb{C}(x)$ and for $E=\mathcal{O}_{C}$ ) and - that is the point - are continuous. Secondly that, that the same holds for the mass-function $m$ of [18, Section 5].

Next, we will prove that $\rho$ is bijective. Identifying $\sigma$ with an element $(T, f) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ via $\sigma=\sigma_{\mu}(T, f)$, which is possible by theorem 2.5.51, we must prove that $T$ and $f$ can be reconstructed from the vector ( $m_{0}, m_{1}, \phi_{0}, \phi_{1}$ ). We obtain $T^{-1}$ as

$$
T^{-1}=\left(\begin{array}{cc}
-A & B \\
-D & C
\end{array}\right)
$$

where $m_{0} \exp \left(\pi \phi_{0} i\right)=A+D i$ and $m_{1} \exp \left(\pi \phi_{1} i\right)=B+C i$. On the other hand, to reconstruct $f$ from ( $m_{0}, m_{1}, \phi_{0}, \phi_{1}$ ), we need to provide $f: \mathbb{R} / 2 \mathbb{Z} \rightarrow \mathbb{R} / 2 \mathbb{Z}$, which is given by the formula

$$
\begin{array}{r}
f(t)= \\
\frac{1}{\pi}\left(\operatorname { a r g } \left(m _ { 1 } \left(\sin \left(\phi_{1} \pi\right) \cos (t \pi)-\cos \left(\phi_{1} \pi\right) \sin (t \pi)\right.\right.\right. \\
\left.+i m_{0}\left(m_{1}\left(\sin \left(\phi_{1} \pi\right) \cos (t \pi)-\cos \left(\phi_{1} \pi\right) \sin (t \pi)\right)\right)\right)
\end{array}
$$

as well as $n=\lfloor f(0)\rfloor$. To obtain the latter, note that applying $f$ to

$$
-n<\phi_{0}=f^{-1}(1) \leq-n+1
$$

gives

$$
f(-n)<1 \leq f(-n+1)
$$

which - using the fact that $f$ is increasing - provides

$$
f(0)-n<1 \leq f(0)-n+1
$$

and hence $n \leq f(0)<n+1$ such that $n$ is provided by $\phi_{0}$, given as $n=\left\lfloor\phi_{0}\right\rfloor$.
Finally, to see that $\rho$ is a local homeomorphism, consider

$$
\begin{array}{r}
\nu:\left\{\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right) \in \mathbb{R}^{4} \mid \phi_{1}<\phi_{0}<\phi_{1}+1 \text { and } m_{0}, m_{1}>0\right\} \rightarrow \mathrm{GL}_{2}^{+}(\mathbb{R}) \\
\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right)
\end{array}>\left(\begin{array}{cc}
-m_{0} \cos \left(\phi_{0} \pi\right) & m_{1} \cos \left(\phi_{1} \pi\right) \\
-m_{0} \sin \left(\phi_{0} \pi\right) & m_{1} \sin \left(\phi_{1} \pi\right)
\end{array}\right)^{-1} .
$$

which makes sense because the matrix above has det $>0$.The map $\nu$ is a covering and we have $\nu \circ \rho=\mathcal{Z}$, where $\mathcal{Z}: \operatorname{Stab}(\mathcal{D}) \cong \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R}) \rightarrow \mathrm{GL}_{2}^{+}(\mathbb{R})$ is the universal covering. Hence, $\rho$ is a local homeomorphism. Combining all this, we conclude that $\rho$ is indeed a homeomorphism.

From now on we will, throughout this chapter, freely identify the following three topological spaces:

$$
\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R}), \operatorname{Stab}(\mathcal{D}) \text { and } \mathcal{M}
$$

These homeomorphisms are explicitly given by the identities:

$$
\begin{array}{r}
\sigma=\sigma_{\mu}(T, f), T^{-1}=M=\left(\begin{array}{cc}
-A & B \\
-D & C
\end{array}\right), \\
m_{0}=\left|Z_{\sigma}(\mathbb{C}(x))\right|, m_{1}=\left|Z_{\sigma}\left(\mathcal{O}_{C}\right)\right|, \phi_{0}=\phi_{\sigma}(\mathbb{C}(x)), \phi_{1}=\phi_{\sigma}\left(\mathcal{O}_{C}\right),  \tag{4.78}\\
A+D i=m_{0} \exp \left(i \pi \phi_{0}\right), B+C i=m_{1} \exp \left(i \pi \phi_{1}\right), f\left(\phi_{0}\right)=1, \\
m_{0}=|A+D i|, m_{1}=|B+C i|, \phi_{0}=f^{-1}(1) \text { and } \phi_{1}=f^{-1}(1 / 2) .
\end{array}
$$

Definition 4.10.3. Let $\mathcal{A}=\operatorname{Coh}(C)$ for a smooth projective curve $C$. Define

$$
\begin{array}{r}
\mathcal{P}_{12}=\left\{\left(\sigma_{1}, \sigma_{2}\right) \in\left(\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})\right)^{2} \mid \phi_{0}<\phi_{2}+1, \phi_{1}<\phi_{3}+1\right. \\
\text { and if } \left.\phi_{0}>\phi_{2}, \text { then } \operatorname{det}\left(M_{1}+M_{2}\right)>0\right\}
\end{array}
$$

with $\phi_{i}, i \in\{0, \ldots, 3\}$ as in lemma 4.10.2.

Definition 4.10.4. Let $\mathcal{A}=\operatorname{Coh}(C)$ for a smooth projective curve $C$. For $\sigma \in S_{12}$ define
$\phi_{0}=\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))\right), \phi_{1}=\phi_{\sigma}\left(i_{1}\left(\mathcal{O}_{C}\right)\right), \phi_{2}=\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)$ and $\phi_{3}=\phi_{\sigma}\left(i_{2}\left(\mathcal{O}_{C}\right)\right)$.
We immediately obtain the following.
Lemma 4.10.5. Let $\mathcal{A}=\operatorname{Coh}(C)$ for a smooth projective curve $C$. For every $\sigma \in S_{12}$, we have $\phi_{1}<\phi_{0}<\phi_{1}+1$ and moreover $\phi_{3}<\phi_{2}<\phi_{3}+1$ with $\phi_{i}, i \in\{0, \ldots, 3\}$ as in definition 4.10.4.

Proof. This follows from the fact that $i_{1}(\mathbb{C}(x)), i_{1}\left(\mathcal{O}_{C}\right), i_{2}(\mathbb{C}(x))$ and $i_{2}\left(\mathcal{O}_{C}\right)$ are stable and the existence of non-vanishing morphisms between the respective pairs.

Lemma 4.10.6. Let $\mathcal{A}=\operatorname{Coh}(C)$ for a smooth projective curve $C$. There is a map

$$
\begin{array}{r}
\pi: S_{12} \rightarrow \mathcal{P}_{12} \\
\sigma \mapsto\left(\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right)\left(m_{2}, m_{3}, \phi_{2}, \phi_{3}\right)\right)=\left(\sigma_{1}, \sigma_{2}\right),
\end{array}
$$

where we have $\sigma=(Z, \mathcal{H})$ with $m_{0}=\left|Z\left(i_{1}(\mathbb{C}(x))\right)\right|, m_{1}=\left|Z\left(i_{1}\left(\mathcal{O}_{C}\right)\right)\right|$, $m_{2}=\left|Z\left(i_{2}(\mathbb{C}(x))\right)\right|, m_{3}=\left|Z\left(i_{2}\left(\mathcal{O}_{C}\right)\right)\right|$ and $\phi_{i}, i \in\{0, \ldots, 3\}$ as in definition 4.10 .4 .

Proof. Since every $\sigma \in S_{12}$ satisfies $\phi_{1}<\phi_{0}<\phi_{1}+1$ and $\phi_{3}<\phi_{2}<\phi_{3}+1$, then by lemma 4.10 .2 we have a unique stability condition $\sigma_{1}$ given by $\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right)$, where $m_{0}=\left|Z\left(i_{1}(\mathbb{C}(x))\right)\right|$ and $m_{1}=\left|Z\left(i_{1}\left(\mathcal{O}_{C}\right)\right)\right|$ and a unique stability condition $\sigma_{2}$ given by $\left(m_{2}, m_{3}, \phi_{2}, \phi_{3}\right)$, where we have $m_{2}=$ $\left|Z\left(i_{2}(\mathbb{C}(x))\right)\right|$ and $m_{3}=\left|Z\left(i_{2}\left(\mathcal{O}_{C}\right)\right)\right|$. Therefore, we obtain two stability conditions $\sigma_{1}=\left(Z_{1}, \mathcal{H}_{1}\right)=\left(T_{1}, f_{1}\right)$ and $\sigma_{2}=\left(Z_{2}, \mathcal{H}_{2}\right)=\left(T_{2}, f_{2}\right)$ in $\operatorname{Stab}(\mathcal{D})$ and define $\pi$ as $\sigma \mapsto\left(\sigma_{1}, \sigma_{2}\right)$.

Lemma 4.10.7. The map $\pi$ is well-defined, continuous, open and $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ equivariant.
Proof. We have that $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ acts freely on $S_{12}$. As $\pi$ is defined in terms of the slicing, we obtain a $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$-equivariant continuous map from $S_{12}$ to $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R}) \times \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$.

We now show that $\left(\sigma_{1}, \sigma_{2}\right) \in \mathcal{P}_{12}$. First we prove that $m-n \geq-1$. Let with $\phi_{i}, i \in\{0, \ldots, 3\}$ as in definition 4.10.4. Since $i_{1}(\mathbb{C}(x)), i_{2}(\mathbb{C}(x))$ are stable and we have a non-zero morphism $i_{1}(\mathbb{C}(x)) \rightarrow i_{2}(\mathbb{C}(x))[1]$, it follows that $\phi_{0}-\phi_{2}<1$.

If $\phi_{0}>\phi_{2}$, then by lemma 4.5.31 we get that $\Delta(\mathbb{C}(x))$ is stable. We show now that in this case $\operatorname{det}\left(M_{1}+M_{2}\right)>0$. By the equivariance of $\pi$ we obtain that there is $g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ such that by acting by $g$ we obtain a stability condition $\sigma^{\prime}=\sigma g$ such that $\pi\left(\sigma^{\prime}\right)=\left(\sigma_{1} g, \sigma_{\mu}\right)$. Let $\sigma^{\prime}=\sigma_{1} g=\left(T^{\prime}, f^{\prime}\right)$ and $M^{\prime}=T^{\prime-1}$. By lemma 4.8.15, we have $\operatorname{det}\left(M^{\prime}+I\right)>0$. Note that $M^{\prime}=M_{2}^{-1} M_{1}$, therefore

$$
\begin{array}{r}
0<\operatorname{det}\left(M_{2}^{-1} M_{1}+I\right) \\
=\operatorname{det}\left(M_{2}^{-1} M_{1}\right)+\operatorname{det}(I)+\operatorname{det}\left(M_{2}^{-1} M_{1}\right) \operatorname{Tr}\left(M_{2}^{-1} M_{1}\right) \\
=\operatorname{det}\left(M_{2}\right)^{-1} \operatorname{det}\left(M_{1}\right)+1+\operatorname{det}\left(M_{2}\right)^{-1} \operatorname{det}\left(M_{1}\right) \operatorname{Tr}\left(M_{2}^{-1} M_{1}\right) \\
=\operatorname{det}\left(M_{2}\right)^{-1}\left(\operatorname{det}\left(M_{1}\right)+\operatorname{det}\left(M_{2}\right)+\operatorname{det}\left(M_{1}\right) \operatorname{Tr}\left(M_{2}^{-1} M_{1}\right)\right) \\
=\operatorname{det}\left(M_{2}\right) \operatorname{det}\left(M_{1}+M_{2}\right) .
\end{array}
$$

As $\phi_{3}<\phi_{2}<\phi_{3}+1$, we obtain $\operatorname{det}\left(M_{2}\right)>0$. This implies $\operatorname{det}\left(M_{1}+M_{2}\right)>0$. Moreover, as $i_{1}\left(\mathcal{O}_{C}\right)$ and $i_{2}\left(\mathcal{O}_{C}\right)$ are $\sigma$-stable and there is a non-zero morphism $i_{1}\left(\mathcal{O}_{C}\right) \rightarrow i_{2}\left(\mathcal{O}_{C}\right)[1]$, we obtain $\phi_{1}<\phi_{3}+1$.

Since $\pi^{\prime}: S_{12} \rightarrow \mathrm{GL}^{+}(2, \mathbb{R})^{2}$ is a local homeomorphism, where $\pi^{\prime}$ maps a stability condition to it's stability function, the fact that $\pi$ is a local homeomorphism follows from the fact that $p \circ \pi=\pi^{\prime}$, where $p: \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R}) \rightarrow$ $\mathrm{GL}^{+}(2, \mathbb{R})$ is the universal covering.

We require some technical language in order to prepare the proof of proposition 4.10.27.
Definition 4.10.8. Define

- the set

$$
\mathcal{V}_{12}=\left\{\sigma \in S_{12} \mid \pi(\sigma)=\left(\sigma_{1}, \sigma_{2}\right) \text { such that } \sigma_{2}=\sigma_{\mu}\right\}
$$

- furthermore

$$
\begin{array}{r}
\mathcal{L}_{12}=\left\{\left(\sigma, \sigma_{\mu}\right) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})^{2} \mid f(0)>-1,3 / 2>f^{-1}(1 / 2)\right. \\
\text { and if } f(0)<0 \text { then } \operatorname{det}(M+I)>0\},
\end{array}
$$

- moreover we define
$Y$ to be the set of all $\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right)$ where

$$
m_{i}>0, \phi_{0}<2, \phi_{1}<\frac{3}{2}, \phi_{1}<\phi_{0}<\phi_{1}+1
$$

and if $1 \leq \phi_{0}<2$ and $0<\phi_{1}<\frac{3}{2}$, then $\delta\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right)>-1$, where

$$
\begin{array}{r}
\delta: \mathbb{R}_{>0} \times \mathbb{R}_{>0} \times(1,2) \times\left(0, \frac{3}{2}\right) \rightarrow \mathbb{R} \text { is given by } \\
\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right) \mapsto m_{0} m_{1} \sin \left(\left(\phi_{0}-\phi_{1}\right) \pi\right)-m_{0} \cos \left(\phi_{0} \pi\right)+m_{1} \sin \left(\phi_{1} \pi\right)
\end{array}
$$

- and finally

$$
\pi_{0}=\left.\pi\right|_{\mathcal{V}_{12}}
$$

We prove the following lemmas for the newly-defined sets.
Lemma 4.10.9. The set $Y$ is connected.
Proof. We denote $M$ by $M=\left(\begin{array}{cc}-A & B \\ -D & C\end{array}\right)$, and have $A+D i=m_{0} \exp (i \pi \phi)$ as well as $B+C i=m_{1} \exp (i \pi \phi)$ and set

$$
a:=\cos \left(\phi_{0} \pi\right), d:=\sin \left(\phi_{0} \pi\right), b:=\cos \left(\phi_{1} \pi\right), c:=\sin \left(\phi_{1} \pi\right), \Delta:=b d-a c
$$

such that

$$
\begin{array}{r}
\operatorname{det}(M)=B D-A C=m_{0} m_{1}(b d-a c)=m_{0} m_{1} \sin \left(\left(\phi_{0}-\phi_{1}\right) \pi\right)>0 \\
\text { and } \operatorname{Tr}(M)=C-A=m_{1} c-m_{0} a .
\end{array}
$$

Moerover,

$$
\delta=\operatorname{det}(M)+\operatorname{Tr}(M)=\operatorname{det}(M+I)-1>-1 \Longleftrightarrow \operatorname{det}(M+I)>0
$$

Now $\Delta>0$ provides $\delta=m_{0} m_{1} \Delta+m_{1} c-m_{0} a>-1 \Longleftrightarrow m_{0} m_{1}+m_{1} \frac{c}{\Delta}-$ $m_{0} \frac{a}{\Delta}>-\frac{1}{\Delta}$ which in turn is true if and only if $m_{1}\left(m_{0}+\frac{c}{\Delta}\right)-\frac{a}{\Delta}\left(m_{0}+\frac{c}{\Delta}\right)>$ $-\frac{1^{\Delta}}{\Delta}-\frac{a c}{\Delta^{2}}$ which holds true if and only if $\left(m_{0}+\frac{c}{\Delta}\right)\left(m_{1}-\frac{a}{\Delta}\right)^{\Delta}>-\frac{\Delta+a c}{\Delta^{2}}=$ $\frac{b d}{\Delta^{2}}=: R$. For fixed $\phi_{0}, \phi_{1}$ we now consider a set $\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right) \in Y$. Its connectedness is obvious except in the case where $\phi_{1}>0$ and $\phi_{0} \geq 1$. If in this case $R \leq 0$ then we see that the set is connected. On the other hand, this is not clear if in this case $R>0$. The connectedness then is in question if simultaneously with $R>0$ we had $m_{0}<-\frac{c}{\Delta}$ and at the same time $m_{1}<\frac{a}{\Delta}$ and hence, using $m_{0}, m_{1}>0$ as well as $\Delta>0$, that $a>0$ and $c<0$. However, using $R=\frac{b d}{\Delta^{2}}$ reveals that the very case of $a>0$ and $c<0$ cannot occur simultaneously with $R>0$. Hence, all fibres of the projection

$$
\begin{array}{r}
Y \xrightarrow{P} X \in \mathbb{R}^{2}, \\
\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right) \mapsto\left(\phi_{0}, \phi_{1}\right)
\end{array}
$$

where $X=\left\{\left(\phi_{0}, \phi_{1}\right) \mid \exists m_{0}, m_{1}\right.$ such that $\left.\left(m_{0}, m_{1}, \phi_{0}, \phi_{1}\right) \in Y\right\}$ are connected and non-empty.

Therefore, consider $S\left(\frac{1}{10}, \frac{1}{10}, \phi_{0}, \phi_{1}\right)$ for all $\left(\phi_{0}, \phi_{1}\right) \in X$. Since $\delta=$ $m_{0} m_{1} \Delta+m_{1} c-m_{0} a$ we obtain

$$
|\delta| \leq\left|m_{0} m_{1} \Delta\right|+\left|m_{1} c\right|+\left|m_{0} a\right| \leq \frac{1}{10}(|\Delta|+|c|+|a|) \leq \frac{3}{10}<1
$$

such that $\delta>-1$. If we now take $Q, Q^{\prime} \in Y$ then we obtain that $S(P(Q))$ and $Q$ are in a path-connected component of $P^{-1}\left(\phi_{0}, \phi_{1}\right)$ and that $S\left(P\left(Q^{\prime}\right)\right)$ and $Q^{\prime}$ are in a path-connected component of $P^{-1}\left(\phi_{0}^{\prime}, \phi_{1}^{\prime}\right)$. Since $X$ is connected, there is a path from $P(Q)$ to $P\left(Q^{\prime}\right)$ and therefore from $S(P(Q))$ to $S\left(P\left(Q^{\prime}\right)\right)$ (note that we use that connectedness and path-connectedness is the same in a metric space). With this, the proof is finished.
Lemma 4.10.10. Let $\mathcal{A}=\operatorname{Coh}(C)$ for a smooth projective curve $C$. We have $\pi_{0}\left(\mathcal{V}_{12}\right) \subset \mathcal{L}_{12}$.

Proof. We consider $\pi(\sigma)=\left(\sigma_{1}, \sigma_{\mu}\right)$ where we need to prove that the restrictions on $\sigma_{1}=\sigma_{\mu}\left(T_{1}, f_{1}\right)$ and $\sigma_{\mu}$ are fulfilled. This is seen by using the definition of $\mathcal{P}_{12}$ in 4.10.3, where we simply have $M_{1}=\left(T_{1}\right)^{-1}, M_{2}=I, \phi_{2}=1$ and $\phi_{3}=\frac{1}{2}$ with $\phi_{i}, i \in\{0, \ldots, 3\}$ as in definition 4.10.4. Subbing these into the definition of $\mathcal{P}_{12}$ now provides the result - for instance, consider the condition $\phi_{1}<\phi_{3}+1=\frac{1}{2}+1=\frac{3}{2}$. Since $f_{1}^{-1}\left(\frac{1}{2}\right)=\phi_{1}$ (see 4.78) we obtain $f_{1}^{-1}\left(\frac{1}{2}\right)<\frac{3}{2}$.
Lemma 4.10.11. Let $\mathcal{A}=\operatorname{Coh}(C)$ for a smooth projective curve $C$. If $\sigma \in \mathcal{V}_{12}$ and $\pi_{0}(\sigma)=\left(\sigma_{\mu} g, \sigma_{\mu}\right)$ with $g=(T, f) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ and $0 \leq f(0)$ then $\sigma \in \Theta_{12}$.
Proof. Let $\phi_{i}, i \in\{0, \ldots, 3\}$ as in definition 4.10.4. If $\Delta(\mathbb{C}(x))$ is $\sigma$-stable, its stability provides $\phi_{2}<\phi(\Delta(\mathbb{C}(x)))<\phi_{0}$. Let $\lfloor f(0)\rfloor=n$. Since $\phi_{2}=1$ we obtain $1<\phi_{0} \leq-n+1$ such that $-n>0$. We obtain $\lfloor f(0)\rfloor=n \leq-1$ which provides $f(0)<0$ and that is a contradiction. Hence, letting $X=\mathbb{C}(x)$ we have $X \in \mathcal{D}$ stable for which $\Delta(X)$ is not $\sigma$-stable such that the result follows by theorem 4.5.29.

Lemma 4.10.12. Let $\mathcal{A}=\operatorname{Coh}(C)$, for a smooth projective curve $C$. If $\sigma \in \mathcal{V}_{12}$ and $\pi_{0}(\sigma)=\left(\sigma_{\mu} g, \sigma_{\mu}\right)$ with $g=(T, f) \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ and $0>f(0)>-1$ then $\Delta(\mathbb{C}(x))$ is $\sigma$-stable.

Proof. Let $\phi_{i}, i \in\{0, \ldots, 3\}$ as in definition 4.10.4. Let $\lfloor f(0)\rfloor=n$. If we assume $\Delta(\mathbb{C}(x))$ to be not $\sigma$-stable, then we obtain by corollary 4.5.21 and lemma 4.5.31 that $\phi_{0} \leq \phi_{2}$. Since $\phi_{2}=1$ we obtain $-n<\phi_{0} \leq 1$ such that $n>-1$. We obtain $f(0) \geq\lfloor f(0)\rfloor=n \geq 0$ which is a contradiction.

Lemma 4.10.13. The map

$$
\begin{array}{r}
\rho: \mathcal{L}_{12} \rightarrow Y \subset \mathbb{R}^{4} \\
(T, f) \mapsto\left(m_{0}, m_{1}, f^{-1}(1), f^{-1}\left(\frac{1}{2}\right)\right)
\end{array}
$$

with $m_{0}=|A+D i|, m_{1}=|B+C i|$ is a homeomorphism.

Proof. Let $\phi_{i}, i \in\{0, \ldots, 3\}$ as in definition 4.10.4. It suffices to prove that $Y$ is the image of $\mathcal{L}_{12}$ under the map defined in lemma 4.10.2. Let $\sigma_{1} \in \mathcal{L}_{12}$. We have $m_{0}, m_{1}>0$ for start. We will cumulatively use that $f$ is increasing. First of all this implies that we obtain $0>f^{-1}(-1)$ from $f(0)>-1$. Hence we obtain

$$
2>f^{-1}(-1)+2=f^{-1}(-1+2)=f^{-1}(1)=\phi_{0}
$$

as well as

$$
\begin{aligned}
\phi_{1} & =f^{-1}\left(\frac{1}{2}\right)<f^{-1}(1) \text { and } \\
\phi_{1}=f^{-1}\left(\frac{1}{2}\right)<f^{-1}(1) & =\phi_{0}=f^{-1}(1)<f^{-1}\left(\frac{3}{2}\right) \\
=f^{-1}\left(\frac{1}{2}+1\right) & =f^{-1}\left(\frac{1}{2}\right)+1=\phi_{1}+1 .
\end{aligned}
$$

Additionally, we have $\phi_{1}=f^{-1}\left(\frac{1}{2}\right)<\frac{3}{2}$ by assumption and if $f(0) \geq 0$, and hence $f(1) \geq 1$ we obtain $1 \geq f^{-1}(1)=\phi_{0}$. If, on the other hand, $f(0)<0$, we obtain

$$
1<f-1(1)=\phi_{0}=f-1(1)<2 \text { and } 0<f^{-1}\left(\frac{1}{2}\right)=\phi_{1}=f^{-1}\left(\frac{1}{2}\right)<2 .
$$

We now use $\operatorname{det}(M+I)>0$ together with

$$
\begin{aligned}
A+D i & =m_{0}\left(\cos \left(f^{-1}(1) \pi\right)+i \sin \left(f^{-1}(1) \pi\right)\right) \\
B+C i & =m_{1}\left(\cos \left(f^{-1}\left(\frac{1}{2}\right) \pi\right)+i \sin \left(f^{-1}\left(\frac{1}{2}\right) \pi\right)\right)
\end{aligned}
$$

provided by the correspondence between $M$ and $f^{-1}$, which gives

$$
-1<\operatorname{det}(M+I)-1=\delta\left(m_{0}, m_{1}, f^{-1}, f^{-1}\left(\frac{1}{2}\right)\right)
$$

Lemma 4.10.14. The set $\mathcal{L}_{12} \subset \mathcal{P}_{12}$ is open and connected.
Proof. Define

$$
\begin{array}{r}
U_{1}=\left\{g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R}) \mid f(0)>0\right\} \text { and } \\
U_{2}=\left\{g \in \widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R}) \left\lvert\, \frac{1}{2}>f(0)>-1\right., \operatorname{det}(M+I)>0 \text { and } f^{-1}\left(\frac{1}{2}\right)<\frac{3}{2}\right\} .
\end{array}
$$

The sets $U_{1}$ and $U_{2}$ are open in $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ and $U_{1} \cup U_{2} \subset \mathcal{L}_{12}$.

Let $g \in \mathcal{L}_{12}$, if $f(0) \neq 0$ we have $g \in U_{1} \cup U_{2}$. If $f(0)=0$ we have $-A, C \in \mathbb{R}_{>0}$ which gives $\operatorname{Tr}(M)>0$, hence $\operatorname{det}(M+I)>0$ and therefore $g \in U_{2}$ which provides $\mathcal{L}_{12} \subset U_{1} \cup U_{2}$ and hence $\mathcal{L}_{12}=U_{1} \cup U_{2}$ such that $\mathcal{L}_{12}$ is open.

Since $Y$ from definition 4.10 .8 is connected, by lemma 4.10 .9 we obtain by lemma 4.10 .13 that $\mathcal{L}_{12}$ too is connected.

In preparation of case 1 of the proof of proposition 4.10.27, we have the following lemmas. We start by considering the situation where both $\sigma_{1}$ and $\sigma_{2}$ have the abelian category $\mathcal{A}$ as their heart.

Lemma 4.10.15. Let $\mathcal{A}=\operatorname{Coh}(C)$ for an elliptic curve $C$. Let $Z_{1}$ be a stability function on $\mathcal{A}$. There is a stability condition obtained by CP-gluing from $\sigma_{1}=\left(Z_{1}, \mathcal{A}\right)$ and $\sigma_{2}=\sigma_{\mu}$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$.

Proof. We must prove the HN-property - the result then follows from 4.9.28, In this situation CP-gluing conditions are fulfilled and the resulting heart is $\mathcal{A}^{\uparrow}$. Since under the conditions of this lemma we have $\phi_{0}=1$ and so $A+D i=m_{0} \exp (i \pi)=-m_{0}$. In particular, $D=0$ and $A=-m_{0}<0$.

We use [4, Corollary 3.6] to prove the HN-property. Let $E=E_{1} \rightarrow E_{2} \in$ $\mathcal{A}^{\uparrow}$ and consider subobjects $F=\left(F_{1} \rightarrow F_{2}\right)$ of $E$. Let $r_{i}^{E}, d_{i}^{E}, r_{i}^{F}, d_{i}^{F}$ be rank and degree of $E_{i}$ and $F_{i}$. The class of $E$ in the numerical Grothendieck group is given by $\left(r_{1}^{E}, d_{1}^{E}, r_{2}^{E}, d_{2}^{E}\right) \in \mathbb{Z}^{4}$ and we have $Z(E)=A d_{1}^{E}-d_{2}^{E}+$ $B r_{1}^{E}+i\left(C r_{1}^{E}+r_{2}^{E}\right)$. We need to prove that there are only finitely many classes $\left(r_{1}^{F}, d_{1}^{F}, r_{2}^{F}, d_{2}^{F}\right)$ coming from sub-objects $F \subset E$ that satisfy $A d_{1}^{F}-$ $d_{2}^{F}+B r_{1}^{F}<\max \left\{0, A d_{1}^{E}-d_{2}^{E}+B r_{1}^{E}\right\}$. Because degrees of subsheaves are bounded above by by lemma 4.7.18, there exist integers $M_{1}, M_{2}$ that may depend on $E$ but not on $F$ such that $d_{1}^{F} \leq M_{1}$ and $d_{2}^{F} \leq M_{2}$. Because $A<0$ we need only concern ourselves with such $F \subset E$ for which

$$
\begin{equation*}
A M_{1} \leq A d_{1}^{F}<\max \left\{0, A d_{1}^{E}-d_{2}^{E}+B r_{1}^{E}\right\}+d_{2}^{F}-B r_{1}^{F} \tag{4.79}
\end{equation*}
$$

in particular $A M_{1}<\max \left\{0, A d_{1}^{E}-d_{2}^{E}+B r_{1}^{E}\right\}+d_{2}^{F}-B r_{1}^{F}$. Because $F \subset E$ provides $0 \leq r_{1}^{F} \leq r_{1}^{E}$, this leads to the inequality

$$
A M_{1}-\max \left\{0, A d_{1}^{E}-d_{2}^{E}+B r_{1}^{E}\right\}+\min \left\{0, B r_{1}^{E}\right\}<d_{2}^{F}<M_{2} .
$$

Now, since $r_{1}^{F}$ and $d_{2}^{F}$ are integers we obtain that there are only finitely many pairs $\left(r_{1}^{F}, d_{2}^{F}\right)$ arising from subobjects $F \subset E$ that satisfy the required condition. We see from (4.79) that there is only a finite number of $d_{1}^{F}$ occurring for each such pair such that the number of classes of subobjects $F \subset E$ for which $\Re(Z(F))<\max \{0, \Re(Z(E))\}$ is finite and therefore the conditions for [4. Corollary 3.6] are fulfilled and the proof finished.

Proposition 4.10.16. Let $\mathcal{A}=\operatorname{Coh}(C)$ for an elliptic curve $C$. If $\sigma_{2} \in$ $\operatorname{Stab}(\mathcal{D})$ and $\sigma_{1}=\sigma_{2}(T, f) \in \operatorname{Stab}(\mathcal{D})$ with $f(0) \geq 0$, then there is a stability condition obtained by $C P-$ gluing $\sigma_{1}$ and $\sigma_{2}$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$.

Proof. It is sufficient to prove that the HN-property is fulfilled - because the support property then follows from 4.9.28. Assume $\mathcal{P}_{i}$ to be the slicing of $\sigma_{i}$. We use

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}^{\dagger}}^{\leq 0}\left(i_{1} \mathcal{P}_{1}(\theta, \theta+1], i_{2} \mathcal{P}_{2}(\theta, \theta+1]\right) \\
=\operatorname{Hom}_{\mathcal{D}^{\uparrow} \uparrow}^{\leq 0}\left(i_{1} \mathcal{P}_{2}(f(\theta), f(\theta)+1], i_{2} \mathcal{P}_{2}(\theta, \theta+1]\right)=0
\end{array}
$$

if and only if $f(\theta) \geq \theta$ applying lemma 3.2.30. Via [21, Theorem 3.6], this reduces the problem to proving that there is a $\theta \in(0,1)$ with $f(\theta) \geq \theta$. Now we consider different cases.

1. If $f(0) \geq 1$ we use $\theta \in(0,1)$ to see that $f(\theta) \geq f(0) \geq 1 \geq \theta$.
2. If $1>f(0)>0$ we obtain from the correspondence between $f$ and $T$ (definition of $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ ) that for $T^{-1}=\left(\begin{array}{ll}-A & B \\ -D & C\end{array}\right)$ we obtain

$$
f(\theta)=\frac{1}{\pi} \arg (C \cos (\theta \pi)-B \sin (\theta \pi)+(-A \sin (\theta \pi)+D \cos (\theta \pi) i)
$$

From $1>f(0)>0$ we obtain $D>0$ which implies that there is a $\theta \in(0,1)$ such that $\cot (\theta \pi)=\frac{A}{D}$ and hence $-A \sin (\theta \pi)+D \cos (\theta \pi)=$ 0. Then $D(C \cos (\theta \pi)-B \sin (\theta \pi))=D C \cos (\theta \pi)-D B \sin (\theta \pi)=$ $A C \sin (\theta \pi)-D B \sin (\theta \pi)=-\operatorname{det}\left(T^{-1}\right) \sin (\theta \pi)$ such that $f(\theta)=\frac{1}{\pi} \arg \left(-\operatorname{det}\left(T^{-1}\right) \sin (\theta \pi)\right)=1>\theta$ provided by $\operatorname{det}\left(T^{-1}\right) \geq 0$.
3. If $f(0)=0$ then $\sigma_{1}$ and $\sigma_{2}$ have the same heart $\mathcal{P}_{\mu}(s, s+1]$ where $s \in \mathbb{R}$. Apply a shift $[-\lceil s\rceil]$ to reduce the problem to a situation where the (common) heart is simply $\mathcal{P}_{\mu}(r, r+1], r \in(-1,0]$. If $r=0$ apply lemma 4.10.15. Otherwise we adapt the strategy of lemma 4.10.15. Glue two copies of $\mathcal{P}_{\mu}\left(r, r+1\right.$ ] (the hearts of $\left.\sigma_{1}, \sigma_{2}\right)$ and obtain the heart obtained by CP-gluing $\mathcal{P}_{l}(r, r+1]=\left(\mathcal{A}^{\uparrow}\right)^{l}$ (see definition 4.8.23). Now consider a torsion pair $\left\langle\mathcal{P}_{l}(0, r+1], \mathcal{P}_{l}(r, 0]\right\rangle$ for this (abelian) category and obtain for any $E \in \mathcal{P}_{l}(r, r+1]$ an exact sequence

$$
0 \rightarrow E^{\prime} \rightarrow E \rightarrow E^{\prime \prime}[-1] \rightarrow 0
$$

where $E^{\prime} \in \mathcal{P}_{l}(0, r+1]$ and $E^{\prime \prime} \in \mathcal{P}_{l}(r+1,1]$ and therefore $E^{\prime}, E^{\prime \prime} \in \mathcal{A}^{\uparrow}$. For any subobject $F \subset E$ we obtain an analogous sequence such that

where we obtain $f^{\prime}$ from $\operatorname{Hom}\left(F^{\prime}, E^{\prime \prime}[-1]\right)=0$ provided by the induced torsion pair $\left\langle\mathcal{P}_{\mu}(0, r+1], \mathcal{P}_{\mu}(r, 0]\right\rangle$ and hence $f^{\prime \prime}$ by [32, Section 1.1, (TR3)]. Moreover $f^{\prime}$ is a monomorphism by the snake lemma. We use the usual notation $\lambda_{1}(E)=E_{1}, \lambda_{1}(f)=f_{1}$ and $\rho_{2}(E)=E_{2}, \rho_{2}(f)=f_{2}$ for objects $E$ and morphisms $f$ and denote $\operatorname{deg}\left(F_{i}\right)$ by $d_{i}^{F}$ and $\operatorname{rank}\left(F_{i}\right)$ by $r_{i}^{F}$. In order to emulate the proof of lemma 4.10.15 we must prove that there are only finitely many values possible for $r_{i}^{\prime}$ and that the $d_{i}^{\prime}$ are bounded above. From

$$
0 \rightarrow E^{\prime} \rightarrow E \rightarrow E^{\prime \prime}[-1] \rightarrow 0
$$

we obtain the equations $d_{i}^{F}=\operatorname{deg}\left(F_{i}^{\prime}\right)-\operatorname{deg}\left(F_{i}^{\prime \prime}\right)$ and $r_{i}^{F}=\operatorname{rank}\left(F_{i}^{\prime}\right)-$ $\operatorname{rank}\left(F_{i}^{\prime \prime}\right)$. Since $f^{\prime}$ is a monomorphism we have $0 \leq \operatorname{rank}\left(F_{i}^{\prime}\right) \leq$ $\operatorname{rank}\left(E_{i}^{\prime}\right)$. We must now prove that there are only finitely many values for $\operatorname{rank}\left(F_{i}^{\prime \prime}\right)$. From the application of $\lambda_{1}$ or $\rho_{2}$ respectively to 4.80) we firstly obtain the exact sequence

$$
\begin{equation*}
0 \rightarrow K_{i}^{\prime \prime}[-1] \rightarrow Q_{i}^{\prime} \rightarrow Q_{i} \rightarrow Q_{i}^{\prime \prime}[1] \rightarrow 0 \tag{4.81}
\end{equation*}
$$

via the application of the snake lemma and secondly have the canonical exact sequence

$$
\begin{equation*}
0 \rightarrow K_{i}^{\prime \prime} \rightarrow F_{i}^{\prime \prime} \rightarrow E_{i}^{\prime \prime} \rightarrow Q_{i}^{\prime \prime} \rightarrow 0 \tag{4.82}
\end{equation*}
$$

where $Q_{i}, Q_{i}^{\prime}$ and $Q_{i}^{\prime \prime}$ are the cokernels of $f_{i}, f_{i}^{\prime}$ and $f_{i}^{\prime \prime}$ and $K_{i}^{\prime \prime}$ the kernel of $f_{i}^{\prime \prime}$. In the Grothendieck group we obtain

$$
\left[K_{i}^{\prime \prime}[-1]\right]-\left[Q_{i}^{\prime}\right]+\left[Q_{i}\right]-\left[Q_{i}^{\prime \prime}[1]\right]=0
$$

from (4.81) and

$$
\left[K_{i}^{\prime \prime}\right]-\left[F_{i}^{\prime \prime}\right]+\left[E_{i}^{\prime \prime}\right]-\left[Q_{i}^{\prime \prime}\right]=0
$$

from (4.82). Adding these two equations and rearranging now provides $F^{\prime \prime}=E^{\prime \prime}-Q^{\prime}+Q$ and therefore $\operatorname{rank}\left(F^{\prime \prime}\right)=\operatorname{rank}\left(E^{\prime \prime}\right)-\operatorname{rank}\left(Q^{\prime}\right)+$ $\operatorname{rank}(Q)$. Since $E^{\prime \prime}$ and hence $\operatorname{rank}\left(E^{\prime \prime}\right)$ is fixed and there are only
finitely many choices for $\operatorname{rank}\left(Q^{\prime}\right)$ and $\operatorname{rank}(Q)$ there are only finitely many choices for $\operatorname{rank}\left(F^{\prime \prime}\right)$.
To see that the $d_{i}^{F}$ are bounded, we first recall that the degrees of subsheaves of $E_{i}^{\prime}$ are bounded above by lemma 4.7.18. Because $d_{i}^{F}=$ $\operatorname{deg}\left(F_{i}^{\prime}\right)-\operatorname{deg}\left(F_{i}^{\prime \prime}\right)$ it is then sufficient to show that $\operatorname{deg}\left(F_{i}^{\prime \prime}\right)$ is bounded below. Because there are only finitely many possible values for $\operatorname{rank}\left(F_{i}^{\prime \prime}\right)$, this is equivalent to the slope of $F_{i}^{\prime \prime}$ being bounded below. That this is indeed true follows from $F_{i}^{\prime \prime} \in \mathcal{P}_{\mu}(r+1,1]$ and $r>-1$, using $\lambda_{1}\left(\mathcal{P}_{l}(r+1,1]\right)=\mathcal{P}_{\mu}(r+1,1]=\rho_{2}\left(\mathcal{P}_{l}(r+1,1]\right)$. This finished the proof for $f(0)=0$ and hence the proof of the proposition too is finished.

Lemma 4.10.17. Let $\mathcal{A}=\operatorname{Coh}(C)$ for an elliptic curve $C$. Let $\sigma_{1}, \sigma_{2}, \sigma_{3} \in$ $\operatorname{Stab}(\mathcal{D})$.

1. If $\sigma_{2}=\sigma_{\mu}\left(T_{2}, f_{2}\right), \sigma_{3}=\sigma_{\mu}\left(T_{3}, f_{3}\right)$ and $f_{2}(0)-f_{3}(0) \geq 1$, then

$$
\sigma_{23} \in \Theta_{2} \subset \Theta_{23} \subset S_{23} \subset \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)
$$

where $\sigma_{23}$ is obtained by $C P$-gluing $\sigma_{2}$ and $\sigma_{3}$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$.
2. If $\sigma_{3}=\sigma_{\mu}\left(T_{3}, f_{3}\right), \sigma_{1}=\sigma_{\mu}\left(T_{1}, f_{1}\right)$ and $f_{2}(0)-f_{3}(0) \geq 1$, then

$$
\sigma_{31} \in \Theta_{3} \subset \Theta_{31} \subset S_{31} \subset \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)
$$

where $\sigma_{31}$ is obtained by CP-gluing $\sigma_{3}$ and $\sigma_{1}$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$.

Proof. We prove the first statement. We know from corollary 4.2.24 that $f_{2}(0)-f_{3}(0) \geq 1$ is equivalent to the CP-gluing condition for $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$. We define $\sigma_{1}^{\prime}=\sigma_{2}[1]=\sigma_{\mu}\left(-T_{2}, f_{2}-1\right)$ and $\sigma_{2}^{\prime}=\sigma_{3}$. Then $\mathcal{A}_{1}^{\prime}=\mathcal{A}_{2}[-1]$ and $\mathcal{A}_{2}^{\prime}=\mathcal{A}_{3}$. The CP-gluing condition for $\sigma_{1}^{\prime}, \sigma_{2}^{\prime}$ that produces the heart $\mathcal{A}_{12}^{\prime}$ then is $f_{2}(0)-1 \geq f_{3}(0)$, which is what we were given. We now obtain

$$
E \in \mathcal{A}_{12}^{\prime} \text { if and only if } S_{\mathcal{D}^{\uparrow}}[-1](E) \in \mathcal{A}_{23} .
$$

Therefore, $S_{\mathcal{D}_{\uparrow}}[-1]\left(\sigma_{12}^{\prime}\right)$ and $\sigma_{23}$ have the same heart where $\sigma_{12}^{\prime}$ is the stability condition obtained by CP-gluing $\sigma_{1}^{\prime}$ and $\sigma_{2}^{\prime}$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ and $\sigma_{23}$ the stability condition obtained by CP-gluing $\sigma_{2}$ and $\sigma_{3}$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$. Moreover, the stability
functions agree as well. We therefore obtain $S_{\mathcal{D} \uparrow}\left(\sigma_{12}^{\prime}\right)=\sigma_{23}$ by applying [21, Proposition 2.2(2)]. Proposition 4.10 .16 implies now that $\sigma_{23}$ has the HN-property and the result follows.

For the proof of the second statement we define $\sigma_{2}^{\prime}=\sigma_{3}, \sigma_{3}^{\prime}=\sigma_{1}$ and show that $E \in \mathcal{A}_{23}^{\prime}$ if and only $S_{\mathcal{D} \uparrow}[-1](E) \in \mathcal{A}_{31}$.

Definition 4.10.18. Define

$$
S=\left\{\mathcal{O}_{C}, \mathbb{C}(x) \mid x \in C\right\}
$$

In preparation of case 2 of the proof of proposition 4.10.27, we have the following series of lemmas.

Lemma 4.10.19. Let $\mathcal{A}=\operatorname{Coh}(C)$ for an elliptic curve $C$. Let $(T, f) \in \mathcal{L}_{12}$ satisfy $f(0)<0$ and $\operatorname{Discr}(M) \geq 0$. Let $\lambda_{1}, \lambda_{2}$ be the eigenvalues of the matrix $M$ and let $v=(\cos (\pi \theta), \sin (\pi \theta))$ with $\theta \in[-1,1)$ be an eigenvector of $M$. Let $g=\left(K_{\theta}, f_{\theta}\right)$ be the rotation by $\pi \theta$ and let $\sigma_{1}=\sigma_{\mu}(T, f), \sigma_{2}=\sigma_{\mu}$ and $\sigma_{3}=\sigma_{\mu}\left(T_{3}, f_{3}\right)$, where $T_{3}=(M+I)^{-1}$ and $f_{3}(0) \in[-1,1)$.

- If $\lambda_{i}<-1$, then there is a stability condition obtained by $C P$-gluing $\sigma_{2} g$ and $\sigma_{3} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ in $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$.
- If $-1<\lambda_{i}<0$, then there is a stability condition obtained by CPgluing $\sigma_{3} g$ and $\sigma_{1} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ in $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$.
- If $0<\lambda_{i}$, then there is a stability condition obtained by CP-gluing $\sigma_{1} g$ and $\sigma_{2} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ in $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$.

Proof. The matrix $T_{1}:=T=M^{-1}$ has eigenvalues $\alpha_{i}=1 / \lambda_{i}$ and the same eigenvectors as $M$ and the matrix $T_{3}=(M+I)^{-1}$ has eigenvalues $\beta_{i}=$ $1 /\left(1+\lambda_{i}\right)$ and the same eigenvectors as $M(i \in\{1,2\})$. To maintain consistent notation let $f_{1}(t):=f(t)$ and $f_{2}(t)=t$.

Recall that $-1<f(0)<0$ is equivalent to $1<\phi_{0}<2$ implying that $A+D i=m_{0} \exp \left(i \pi \phi_{0}\right)$ has negative imaginary part - in other words $D<0$. We obtain from the compatibility of $f_{3}$ and $M+I$ that $\exp \left(i \pi f_{3}(0)\right)=$ $\frac{C+1+D i}{|C+1+D i|}$. From $D<0$ we see that $-1<f_{3}(0)<0$ because we have assumed $f_{3}(0) \in[-1,1)$.

Assume $\lambda$ to be the eigenvalue corresponding to the eigenvector $v, \alpha=$ $1 / \lambda, \beta=1 /(1+\lambda)$. then

$$
M v=\lambda v, T_{1} v=\alpha v, T_{3} v=\beta v
$$

We therefore have $f_{1}(\theta)=\theta+m$ where $m=2 k$ is an even integer when $\alpha>0$ and $m=2 k-1$ is an odd integer if $\alpha<0(k \in \mathbb{Z})$. A similar statement
holds for $f_{3}(\theta)$, but now the sign of $\beta$ is determining the parity of the added integer.

We will now prove $k=0$ in all cases, that is, the added integer is in the set $\{-1,0\}$. We distinguish two cases. First we assume $-1 \leq \theta<0$. When $h$ is one of the functions $f_{1}$ or $f_{3}$, we know that $h$ is strictly increasing, which means $h(t+1)=h(t)+1$ and $-1<h(0)<0$. We therefore obtain

$$
-2<h(-1) \leq h(\theta)<h(0)<0
$$

Using $h(\theta)=\theta+m$, we obtain

$$
m-1 \leq h(\theta)<m .
$$

Combining these inequalities we get $-2<m$ and $m-1<0$ such that for the integer $m$ we now have $m \in\{-1,0\}$. Now we assume $0 \leq \theta<1$ and obtain

$$
-1<h(0) \leq h(\theta)<h(1)<1 \text { as well as } m \leq h(\theta)<m+1 .
$$

The combination of both equalities now gives $-1<m+1$ and $m<1$, such that $m \in\{-1,0\}$. Considering the three different cases of the statement of this lemma we obtain

- if $\lambda<-1$, then $\alpha, \beta<0$ such that $f_{2}(\theta)=\theta, f_{3}(\theta)=\theta-1$ and hence $f_{2}(\theta)-f(\theta)=1$,
- if $-1<\lambda<0$, then $\alpha<0<\beta<1$ such that $f_{3}(\theta)=\theta, f_{1}(\theta)=\theta-1$ and hence $f_{3}(\theta)-f_{1}(\theta)=1$ and
- if $0<\lambda$ then $0<\alpha$ such that $f_{1}(\theta)=\theta, f_{2}(\theta)=\theta$ such that $f_{1}(\theta)-$ $f_{2}(\theta)=0$.

Writing $\sigma_{i} g=\sigma_{\mu}\left(T_{i}^{\prime}, f_{i}^{\prime}\right)$ gives $f_{i}^{\prime}(t)=f_{i}\left(f_{\theta}(t)\right)=f_{i}(t+\theta)$ and so $f_{i}^{\prime}(0)=$ $f_{i}(\theta)$. Thus, in each case the corresponding CP-gluing condition is satisfied for two of the three stability conditions $\sigma_{i} g$ which by proposition 4.10.16 and lemma 4.10.17 finishes the proof.

Corollary 4.10.20. With the same assumptions and notation as in lemma 4.10.19, we have

- if $\lambda_{i}<-1$, then the stability condition obtained by CP-gluing $\sigma_{2} g$ and $\sigma_{3} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ is in $S_{12}$,
- if $-1<\lambda_{i}<0$, then the stability condition obtained by CP-gluing $\sigma_{3} g$ and $\sigma_{1} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ is in $S_{12}$ and
- if $0<\lambda_{i}$, then the stability condition obtained by CP-gluing $\sigma_{1} g$ and $\sigma_{2} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ is in $S_{12}$.

Proof. As above we write $\sigma_{i}=\sigma_{\mu}\left(T_{i}, f_{i}\right) \in \operatorname{Stab}(\mathcal{D})$ and let $Z_{i}$ denote the stability function of $\sigma_{i}$. For $i=1,3$ we have $-1<f_{i}(0)<0$. We obtain $1<\phi_{\sigma_{i}}(\mathbb{C}(x))<2$. Moreover $\operatorname{Hom}\left(\mathcal{O}_{C}, \mathbb{C}(x)\right) \neq 0$ implies $\phi_{\sigma_{i}}(\mathbb{C}(x))-1<$ $\phi_{\sigma_{i}}\left(\mathcal{O}_{C}\right)<\phi_{\sigma_{i}}(\mathbb{C}(x))$ and therefore $0<\phi_{\sigma_{i}}\left(\mathcal{O}_{C}\right)<2$. This means that $\phi_{\sigma_{i}}\left(\mathcal{O}_{C}\right)$ is determined by $Z_{i}\left(\mathcal{O}_{C}\right)$. Because the definition of $\mathcal{L}_{12}$ provides $\phi_{\sigma_{1}}\left(\mathcal{O}_{C}\right)=\phi_{1}<3 / 2$, the complex number $Z_{1}\left(\mathcal{O}_{C}\right)$ is not in the fourth quadrant. As

$$
Z_{3}\left(\mathcal{O}_{C}\right)=Z_{1}\left(\mathcal{O}_{C}\right)+Z_{2}\left(\mathcal{O}_{C}\right)=Z_{1}\left(\mathcal{O}_{C}\right)+i,
$$

$Z_{3}\left(\mathcal{O}_{C}\right)$ cannot be in the fourth quadrant either, in other words, this shows $0<\phi_{\sigma_{3}}\left(\mathcal{O}_{C}\right)<3 / 2$.

We now study the three cases. First consider $\sigma$ to be the stability condition obtained by CP-gluing $\sigma_{2} g$ and $\sigma_{3} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$. Then $i_{2}(X)$ is $\sigma$-stable for all $X \in S$,

$$
\begin{aligned}
& \phi_{\sigma}\left(i_{2}(X)\right)=\phi_{\sigma_{2} g}(X)=f_{\theta}^{-1}\left(\phi_{\sigma_{2}}(X)\right)=\phi_{\sigma_{2}}(X)-\theta \\
& \text { and } \phi_{\sigma}(\Delta(X))=\phi_{\sigma_{3} g}(X)=f_{\theta}^{-1}\left(\phi_{\sigma_{3}}(X)\right)=\phi_{\sigma_{3}}(X)-\theta
\end{aligned}
$$

also. When $i_{1}(X)$ is not $\sigma$-stable we obtain $\phi_{\sigma}(\Delta(X)) \geq \phi_{\sigma}\left(i_{2}(X)\right)+1$ from the HNF/JHF, see corollary 4.5.21 and lemma 4.5.31. To prove stability of $i_{1}(X)$ it hence suffices to show $\phi_{\sigma}(\Delta(X))<\phi_{\sigma}\left(i_{2}(X)\right)+1$ which is equivalent to $\phi_{\sigma_{3}}(X)<\phi_{\sigma_{2}}(X)+1$.

When $X=\mathbb{C}(x)$ we have $\phi_{\sigma_{2}}(X)+1=\phi_{\sigma_{\mu}}(\mathbb{C}(x))+1=2$. We have seen above that $\phi_{\sigma_{3}}(\mathbb{C}(x))<2$ and therefore $i_{1}(\mathbb{C}(x))$ must be $\sigma$-stable. For $X=\mathcal{O}_{C}$ we obtain the stability of $i_{1}(X)$ from $\phi_{\sigma_{3}}\left(\mathcal{O}_{C}\right)<\phi_{\sigma_{2}}\left(\mathcal{O}_{C}\right)+1=3 / 2$ which we have seen before. This proves $\sigma \in S_{12}$.

Now consider $\sigma$ to be the stability condition obtained by CP-gluing $\sigma_{3} g$ and $\sigma_{1} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$. Then $i_{1}(X)$ is $\sigma$ stable for all $X \in S$,

$$
\begin{aligned}
& \phi_{\sigma}(\Delta(X))=\phi_{\sigma_{3} g}(X)=f_{\theta}^{-1}\left(\phi_{\sigma_{3}}(X)\right)=\phi_{\sigma_{3}}(X)-\theta \\
& \text { and } \phi_{\sigma}\left(i_{1}(X)\right)=\phi_{\sigma_{1} g}(X)=f_{\theta}^{-1}\left(\phi_{\sigma_{1}}(X)\right)=\phi_{\sigma_{1}}(X)-\theta
\end{aligned}
$$

also. When $i_{2}(X)$ is not $\sigma$-stable we - similar as above - obtain $\phi_{\sigma}\left(i_{2}(X)\right) \geq$ $\phi_{\sigma}(\Delta(X))+1$ from the HNF/JHF, again see corollary 4.5.21 and lemma 4.5.31. To prove stability of $i_{1}(X)$ it hence suffices to show $\phi_{\sigma}\left(i_{2}(X)\right)<$ $\phi_{\sigma}(\Delta(X))+1$ which is equivalent to $\phi_{\sigma_{1}}(X)<\phi_{\sigma_{3}}(X)+1$. For $X=\mathbb{C}(x)$ we have seen above $\phi_{\sigma_{1}}(\mathbb{C}(x))<2<\phi_{\sigma_{3}}(\mathbb{C}(x))+1$ such that $i_{2}(\mathbb{C}(x))$ must
be $\sigma$-stable. For $X=\mathcal{O}_{C}$ we have to show $\phi_{\sigma_{1}}\left(\mathcal{O}_{C}\right)<\phi_{\sigma_{1}}\left(\mathcal{O}_{C}\right)+1$. Recall $Z_{1}\left(\mathcal{O}_{C}\right)=B+i C$ and $Z_{1}\left(\mathcal{O}_{C}\right)=B+i(C+1)$. When $B \geq 0$, then $Z_{1}\left(\mathcal{O}_{C}\right)$ is in the first quadrant, because $0<\phi_{\sigma_{1}}\left(\mathcal{O}_{C}\right)=\phi_{1}<3 / 2$. This puts $Z_{3}\left(\mathcal{O}_{C}\right)$ into the first quadrant as well and hence $\phi_{\sigma_{1}}\left(\mathcal{O}_{C}\right)<\phi_{\sigma_{3}}\left(\mathcal{O}_{C}\right)<\phi_{\sigma_{1}}\left(\mathcal{O}_{C}\right)+1$ implying that $i_{2}\left(\mathcal{O}_{C}\right)$ is $\sigma$-stable in this case. When $B<0, Z_{1}\left(\mathcal{O}_{C}\right)$ and $Z_{3}\left(\mathcal{O}_{C}\right)$ are both on the left half-plane such that $1 / 2<\phi_{\sigma_{3}}\left(\mathcal{O}_{C}\right)<\phi_{\sigma_{1}}\left(\mathcal{O}_{C}\right)<$ $3 / 2$. This provides us with

$$
\phi_{\sigma_{1}}\left(\mathcal{O}_{C}\right)<3 / 2<\phi_{\sigma_{3}}\left(\mathcal{O}_{C}\right)+1
$$

and $i_{2}\left(\mathcal{O}_{C}\right)$ is $\sigma$-stable in this case as well. Hence we obtain $\sigma \in S_{12}$.
Since $\Theta_{1} \subset \Theta_{12} \subset S_{12}$, there is nothing to prove in the remaining case.
Corollary 4.10.21. With the same assumptions and notation as in lemma 4.10 .19 we have $\pi_{0}\left(\sigma g^{-1}\right)=(T, f)$.

Proof. In corollary 4.10.20 we saw that each of the intervals $(-\infty,-1),(-1,0)$ and $(0, \infty)$ for the eigenvalues provides a different CP-gluing situation which we will use to prove this corollary. For $X \in S$ consider the three equations

$$
\begin{array}{r}
Z_{\sigma g^{-1}}\left(i_{1}(X)\right)=K_{\theta} Z_{\sigma}\left(i_{1}(X)\right)=K_{\theta} Z_{\sigma_{1} g}(X)=Z_{1}(X), \\
Z_{\sigma g^{-1}}\left(i_{2}(X)\right)=K_{\theta} Z_{\sigma}\left(i_{2}(X)\right)=K_{\theta} Z_{\sigma_{2} g}(X)=Z_{2}(X) \\
\text { and } Z_{\sigma g^{-1}}(\Delta(X))=K_{\theta} Z_{\sigma}(\Delta(X))=K_{\theta} Z_{\sigma_{3} g}(X)=Z_{3}(X)
\end{array}
$$

and note that in each of the three CP-gluing situations, two of these three equations hold true. In fact however we see from $Z_{3}=Z_{1}+Z_{2}$ and $[\Delta(X)]=$ $\left[i_{1}(X)\right]+\left[i_{2}(X)\right]$ that the third one also holds in all cases. It remains to show that $\phi_{\sigma g^{-1}}\left(i_{1}(X)\right)=\phi_{\sigma_{1}}(X)$ as well as $\phi_{\sigma g^{-1}}\left(i_{2}(X)\right)=\phi_{\sigma_{1}}(X)$ for all $X \in S$.

If $0<\lambda_{i}$ and we therefore obtain from corollary 4.10 .20 that the stability condition obtained by CP-gluing from $\sigma_{1} g$ and $\sigma_{2} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ is in $S_{12}$, from the definition of gluing and of the $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$-action we obtain

$$
\begin{array}{r}
\phi_{\sigma g^{-1}}\left(i_{1}(X)\right)=f_{\theta}\left(\phi_{\sigma}\left(i_{1}(X)\right)\right)=f_{\theta}\left(\phi_{\sigma_{1} g}(X)\right)=f_{\theta} f_{\theta}^{-1} \phi_{\sigma_{1}}(X)=\phi_{\sigma_{1}}(X) \\
\text { and } \\
\phi_{\sigma g^{-1}}\left(i_{2}(X)\right)=f_{\theta}\left(\phi_{\sigma}\left(i_{2}(X)\right)\right)=f_{\theta}\left(\phi_{\sigma_{2} g}(X)\right)=f_{\theta} f_{\theta}^{-1} \phi_{\sigma_{2}}(X)=\phi_{\sigma_{2}}(X)
\end{array}
$$

for all $X \in S$.
If $0<\lambda_{i}$ and we therefore obtain from corollary 4.10 .20 that the stability condition obtained by CP-gluing from $\sigma_{2} g$ and $\sigma_{3} g$ via the semiorthogonal decomposition $\left\langle\mathcal{D}_{2}, \mathcal{D}_{3}\right\rangle$ is in $S_{12}$, from the definition of gluing and of the action $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ we obtain $\phi_{\sigma g^{-1}}\left(i_{2}(X)\right)=\phi_{\sigma_{2}}(X)$ and $\phi_{\sigma g^{-1}}(\Delta(X))=\phi_{\sigma_{3}}(X)$
for all $X \in S$. We obtain via $\sigma \in S_{12}$ that - in addition to $i_{2}(X)$ and $\Delta(X)$ stable - we too have $i_{1}(X) \sigma$-stable for $X \in S$. Hence $i_{1}(X), i_{2}(X)$ and $\Delta(X)$ are also $\sigma g^{-1}$-stable. This implies

$$
\phi_{\sigma g^{-1}}\left(i_{2}(X)\right)<\phi_{\sigma g^{-1}}(\Delta(X))<\phi_{\sigma g^{-1}}\left(i_{1}(X)\right)<\phi_{\sigma g^{-1}}\left(i_{2}(X)\right)+1
$$

arguing in the usual way via the exact triangle $i_{2}(X) \rightarrow \Delta(X) \rightarrow i_{1}(X) \xrightarrow{+}$. Since $\phi_{\sigma g^{-1}}\left(i_{2}(X)\right)=\phi_{\sigma_{2}}(X) \in\left\{1, \frac{1}{2}\right\}$ we obtain $\phi_{\sigma g^{-1}}\left(i_{2}(X)\right) \in(0,2)$. Because $\phi_{\sigma_{1}}(X) \in(0,2)$ and $Z_{\sigma g^{-1}}\left(i_{1}(X)\right)=Z_{1}(X)$ we obtain $\phi_{\sigma g^{-1}}\left(i_{1}(X)\right)=$ $\phi_{\sigma_{1}}(X)$.

In the remaining case from corollary 4.10 .20 we have $\phi_{\sigma g^{-1}}(\Delta(X))=$ $\phi_{3}(X)$ and $\phi_{\sigma g^{-1}}\left(i_{1}(X)\right)=\phi_{1}(X)$ for all $X \in S$. From

$$
\begin{array}{r}
0<\phi_{\sigma_{1}}(X)-1=\phi_{\sigma g^{-1}}\left(i_{1}(X)\right)-1 \\
<\phi_{\sigma g^{-1}}\left(i_{2}(X)\right)<\phi_{\sigma g^{-1}}(\Delta(X))=\phi_{\sigma_{3}}(X)<2
\end{array}
$$

we obtain, as above, $\phi_{\sigma g^{-1}}\left(i_{2}(X)\right)=\phi_{\sigma_{2}}(X)$.
In preparation of case 3 of the proof of proposition 4.10.27, we have the following lemmas. We start with the following elementary one, that Bridgeland uses in [17, Page 264].

Lemma 4.10.22. For $\eta \in\left(0, \frac{1}{2}\right] \subset \mathbb{R}$ and $w, w^{\prime} \in \mathbb{C}$ with $\left|w-w^{\prime}\right|<\eta|w|$, we have

$$
\left|w-w^{\prime}\right|<2 \eta\left|w^{\prime}\right| .
$$

Proof. Via the triangle inequality in $\mathbb{C}$ and $\left|w-w^{\prime}\right|<\eta|w|$ we obtain

$$
|w|=|w|-\left|w^{\prime}\right|+\left|w^{\prime}\right| \leq\left|w-w^{\prime}\right|+\left|w^{\prime}\right| \leq \eta|w|+\left|w^{\prime}\right|,
$$

such that $(1-\eta)|w|<\left|w^{\prime}\right|$. Since $\eta \in\left(0, \frac{1}{2}\right] \subset \mathbb{R}$, we have $\eta>0,1-\eta>0$ and $0<1 /(1-\eta) \leq 2$ which implies

$$
\eta|w|<\frac{\eta}{1-\eta}\left|w^{\prime}\right| \leq 2 \eta\left|w^{\prime}\right| .
$$

Hence,

$$
\left|w-w^{\prime}\right|<\eta|w|<2 \eta\left|w^{\prime}\right| .
$$

Lemma 4.10.23. Let $Q$ be a quadratic form on $\Lambda_{\mathbb{R}}$ and $W \in \operatorname{Hom}(\Lambda, \mathbb{C})$. The following are equivalent

1. There exists a real number $C_{Q, W}>0$ such that $C_{Q, W}| | v| | \leq|W(v)|$ for all $v \in \Lambda_{\mathbb{R}} \backslash\{0\}$ that satisfy $Q(v) \geq 0$.
2. $Q$ is negative definite on $\operatorname{ker}(W)$.

Proof. To see that 1 implies 2 consider $Q(v) \geq 0$ and $v \neq 0$, we have $0<$ $C_{Q, W}\|v\| \leq|W(v)|$ such that $W(v) \neq 0$, hence $Q(v)<0$ for all non-zero $v \in \operatorname{ker}(W)$.

To see that 2 implies 1 we use the fact that $\operatorname{rank}(\Lambda)$ is finite which gives us that the unit sphere, and therefore the set $K=\{v \mid Q(v) \geq 0,\|v\|=1\} \subset$ $\Lambda_{\mathbb{R}}$ is compact. Since we assumed $Q$ to be negative definite on $\operatorname{ker}(W), K$ is also disjoint to $\operatorname{ker}(W)$, hence the function $f(v):=|W(v)|$ is positive and continuous on $K$ and therefore attains its (positive) minimum - which we now denote by $C_{Q, W}$. We obtain $C_{Q, W}\|v\| \leq|W(v)|$ for $v \in K$ and hence, by the linearity of $W$, for all $v \in \Lambda_{\mathbb{R}} \backslash\{0\}$ that satisfy $Q(v) \geq 0$. Since $C_{Q, W}>0$ we are - indeed - finished.

Definition 4.10.24. Let $W \in \operatorname{Hom}(\Lambda, \mathbb{C})$. Define

$$
\|W\|_{\infty}:=\max \left\{|W(v)| \mid v \in \Lambda_{\mathbb{R}},\|v\|=1\right\} .
$$

The topology on $\operatorname{Hom}(\Lambda, \mathbb{C})$ is given by this norm. We now use lemma 4.10 .22 to prove the following.

Lemma 4.10.25. Given a quadratic form $Q$ on $\Lambda_{\mathbb{R}}, W \in \operatorname{Hom}(\Lambda, \mathbb{C})$ such that $\left.Q\right|_{\operatorname{ker}(W)}<0$ and $C_{Q, W}>0$ a corresponding constant as in lemma 4.10.23. Then, for all $\epsilon \in(0,1)$ and all $W^{\prime} \in \operatorname{Hom}(\Lambda, \mathbb{C})$ that satisfy the inequality $\left\|W-W^{\prime}\right\|_{\infty}<\sin (\pi \epsilon) \frac{C_{Q, W}}{2}$ and all non-zero $v \in \Lambda_{\mathbb{R}}$ that satisfy $Q(v) \geq 0$ we have

$$
\left|W(v)-W^{\prime}(v)\right|<\sin (\pi \epsilon)\left|W^{\prime}(v)\right| .
$$

Proof. The inequality $\left\|W-W^{\prime}\right\|_{\infty}<\sin (\pi \epsilon) \frac{C_{Q, W}}{2}$ implies the inequality

$$
\begin{equation*}
\left|W(v)-W^{\prime}(v)\right|<\sin (\pi \epsilon) \frac{C_{Q, W}}{2}\|v\| \tag{4.83}
\end{equation*}
$$

for all $v \in \Lambda_{\mathbb{R}} \backslash\{0\}$. Lemma 4.10 .23 provides us with $C_{Q, W} \| v| | \leq|W(v)|$ for all $v \in \Lambda_{\mathbb{R}} \backslash\{0\}$ that satisfy $Q(v) \geq 0$, such that - since the quantities in question are positive - the inequality (4.83) extends to

$$
\left|W(v)-W^{\prime}(v)\right|<\sin (\pi \epsilon) \frac{C_{Q, W}}{2}\|v\| \leq \sin (\pi \epsilon) \frac{|W(v)|}{2} .
$$

To this, we apply lemma 4.10 .22 where we let $w=W(v), w^{\prime}=W^{\prime}(v)$ and $\eta=\frac{\sin (\pi \epsilon)}{2}$. We obtain $\left|W(v)-W^{\prime}(v)\right|<\sin (\pi \epsilon)\left|W^{\prime}(v)\right|$ for all $v \in \Lambda_{\mathbb{R}} \backslash\{0\}$ that satisfy $Q(v) \geq 0$.

Corollary 4.10.26. Given a quadratic form $Q$ on $\Lambda_{\mathbb{R}}, W \in \operatorname{Hom}(\Lambda, \mathbb{C})$ such that $\left.Q\right|_{\operatorname{ker}(W)}<0$ and $C_{Q, W}>0$ a corresponding constant as in lemma 4.10.23. Suppose $\sigma^{\prime} \in \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ satisfies the support property with respect to $Q$, that $\epsilon \in(0,1)$ and that $W^{\prime}:=\mathcal{Z}\left(\sigma^{\prime}\right) \in \operatorname{Hom}(\Lambda, \mathbb{C})$ satisfies the inequality $\left\|W-W^{\prime}\right\|_{\infty}<\sin (\pi \epsilon) \frac{C_{Q, W}}{2}$, then

$$
\left\|W-W^{\prime}\right\|_{\sigma^{\prime}} \leq \sin (\pi \epsilon)
$$

Proof. If $E \in \mathcal{D}^{\uparrow}$ is $\sigma^{\prime}$-semistable then $Q(E) \geq 0$ since $\sigma^{\prime}$ satisfies the support property with respect to $Q$. Therefore we can apply lemma 4.10.25 to obtain

$$
\left|W(v)-W^{\prime}(v)\right|<\sin (\pi \epsilon)\left|W^{\prime}(v)\right|
$$

for all $\sigma^{\prime}$-semistable objects $E$. This implies that $\left\|W-W^{\prime}\right\|_{\sigma^{\prime}} \leq \sin (\pi \epsilon)$.
We are now ready to provide the crucial proposition 4.10 .27 following.
Proposition 4.10.27. Let $\mathcal{A}=\operatorname{Coh}(C)$, for an elliptic curve $C$. The map

$$
\begin{array}{r}
\pi_{0}: \mathcal{V}_{12} \rightarrow \mathcal{L}_{12} \\
\sigma \mapsto \sigma_{1}
\end{array}
$$

is a homeomorphism.
Proof. Since we have seen in lemma 4.10.7, that $\pi$ is a local homeomorphism, it remains to prove that $\pi_{0}$ is bijective. To prove injectivity, consider $\sigma=$ $\left(Z_{1}, \mathcal{H}_{1}\right), \tau=\left(Z_{2}, \mathcal{H}_{2}\right) \in \mathcal{V}_{12}$ and $\sigma_{1} \in \operatorname{Stab}(\mathcal{D})$ with $\pi(\sigma)=\sigma_{1}=\pi(\tau)$. If $0 \leq f(0)$, lemma 4.10.11 provides $\sigma, \tau \in \Theta_{12}$ and, by lemma 4.8.13, we now obtain $\sigma=\tau$. If $-1<f(0)<0$, then $\Delta(\mathbb{C}(x))$ is $\sigma$-stable $/ \tau$-stable by lemma 4.10.12. We now obtain $\sigma=\tau$ by lemma 4.8.16 via the assumed equality of their stability functions combined with $d(\mathcal{P}, \mathcal{Q})<1$, with $\mathcal{P}, \mathcal{Q}$ being their respective slicings.

We will now prove surjectivity. We distinguish between three cases:

1. $f(0) \geq 0$
2. $f(0)<0$ and $\operatorname{Discr}(M) \geq 0$
3. $f(0)<0$ and $\operatorname{Discr}(M)<0$.

We obtain case 1 from corollary 4.10.16 (giving us that $(T, f)$ is in the image of $\pi_{0}$ for $\left.(T, f) \in \mathcal{L}_{12}, f(0) \geq 0\right)$.

To study case 2 assume that $(T, f)$ satisfies $f(0)<0$ and $\operatorname{Discr}(M) \geq 0$ resulting in it having real eigenvalues $\lambda_{1}, \lambda_{2}$. By definition of $\mathcal{L}_{12}$ we have
$\operatorname{det}(M)>0$ and $\operatorname{det}(M+I)>0$ which implies $\lambda_{1} \notin\{-1,0\}$. There are only three possibilities, these are

$$
\begin{array}{r}
\lambda_{1}, \lambda_{2}<-1, \\
-1<\lambda_{1}, \lambda_{2}<0 \\
\text { and } 0<\lambda_{1}, \lambda_{2} .
\end{array}
$$

We can hence apply corollary 4.10 .21 which concludes the proof of case 2 .
To prove the result for case 3 we will use the deformation theorem of Bridgeland. Define

$$
\mathcal{L}_{12}^{\Gamma}:=\left\{(T, f) \in \mathcal{L}_{12} \mid f(0)<0, \operatorname{Discr}(M)<0\right\} \subset \mathcal{L}_{12}
$$

which is an open subset of $\mathcal{L}_{12}$. Suppose $(T, f) \in \mathcal{L}_{12}^{\Gamma}$ corresponds to $(Z, \mathcal{A}) \in$ $\operatorname{Stab}(\mathcal{D})$ and define $W=Z \circ \lambda_{1}+Z_{\mu} \circ \rho_{2}$. Because $f(0)<0$ gives $1<\phi_{0}<2$ and $\phi_{1}<\phi_{0}<\phi_{1}+1$ now implies $0<\phi_{1}<2$, any $(T, f) \in \mathcal{L}_{12}^{\Gamma}$ is determined by $T$ and also by $W$.

For $X \in S$ let $\theta_{X}=\frac{\arg \left(W\left(i_{1}(X)\right)\right)}{\pi}, \theta_{X}^{\prime}=\frac{\arg (W(\Delta(X)))}{\pi}$ implying $\theta_{X}, \theta_{X}^{\prime} \in$ $[0,2)$. Since $-1<f(0)<0$ is equivalent to $1<\phi_{0}=f^{-1}(1)<2$ and $A+D i=m_{0} \exp \left(i \pi \phi_{0}\right)$, we obtain $D<0$ and from $\operatorname{Discr}(M)=(A+C)^{2}-$ $4 A B<0$, we get $B<0$ also. Now, let $\xi_{X}:=\phi_{\mu}(X)$, in other words $\xi_{\mathbb{C}(x)}=1$ and $\xi_{\mathcal{O}_{C}}=\frac{1}{2}$ and using $[\Delta(X)]=\left[i_{1}(X)\right]+\left[i_{2}(X)\right]$ we obtain

$$
\begin{equation*}
\xi_{X}<\theta_{X}^{\prime}<\theta_{X}<\xi_{X}+1 \tag{4.84}
\end{equation*}
$$

for all $X \in S$.
Let $\epsilon>0$ satisfy

$$
\epsilon<\min \left\{\frac{1}{8}, \xi_{X}+1-\theta_{X}, \theta_{X}-\theta_{X}^{\prime}, \theta_{X}^{\prime}-\xi_{X} \mid X \in S\right\}
$$

This implies that the inequalities 4.84 remain invariant under adding or subtracting $\epsilon$ to either $\theta_{X}$ or $\theta_{X}^{\prime}$. We have seen in the proof of proposition 4.9.36, where we only needed $B, D<0$, that the quadratic form $Q:=d_{2} r_{1}-d_{1} r_{2}$ is negative definite on $\operatorname{ker}(W)$ for any $W$ that comes from an element $(T, f) \in \mathcal{L}_{12}^{\Gamma}$. Now we assume $C_{Q, W}$ to be a constant as in lemma 4.10 .23 that corresponds to this quadratic form $Q$ and the fixed $W$. There exists $\left(T^{\prime}, f^{\prime}\right) \in \mathcal{L}_{12}^{\Gamma}$ such that the entries of the matrix $T^{\prime}$ are rational and

$$
\left\|W-W^{\prime}\right\|_{\infty} \leq \sin (\pi \epsilon) \frac{C_{Q, W}}{2}
$$

where $W^{\prime}$ is obtained from $\left(T^{\prime}, f^{\prime}\right)$ in the same manner in which $W$ was from $(T, f)$. By lemma 4.7.31 in combination with proposition 4.9.36, which
applies because $\operatorname{Discr}\left(\left(T^{\prime}\right)^{-1}\right)<0$ and supplies the support property, there is a $\sigma^{\prime} \in \mathcal{V}_{12} \subset \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ such that $\pi_{0}\left(\sigma^{\prime}\right)=\left(T^{\prime}, f^{\prime}\right)$ and $\sigma^{\prime}$ satisfies the support property with respect to $Q$. Since we also have $\mathcal{Z}\left(\sigma^{\prime}\right)=W^{\prime}$, we obtain by corollary 4.10.26 that

$$
\begin{equation*}
\left\|W-W^{\prime}\right\|_{\sigma^{\prime}} \leq \sin (\pi \epsilon) \tag{4.85}
\end{equation*}
$$

and from Bridgeland's deformation theorem, see [7, Theorem B3], we obtain that there is a $\sigma \in \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ such that $\mathcal{Z}(\sigma)=W$ and $d\left(\sigma, \sigma^{\prime}\right)<\epsilon$.

We now apply lemma 4.8 .35 to $\sigma^{\prime}$. It provides us with $i_{1}(X), i_{2}(X)$ and $\Delta(X)$ being $\sigma^{\prime}$-stable for $X \in S$. Using this we will now prove that in this situation $i_{1}(X), i_{2}(X), \Delta(X)$ are $\sigma$-stable for $X \in S$. By our choice of $\xi_{X}, \theta_{X}$ and $\theta_{X}^{\prime}$, there exist integers $k, m, n$ such that $\phi_{\sigma}\left(i_{1}(X)\right)=\theta_{X}+$ $2 k, \phi_{\sigma}\left(i_{2}(X)\right)=\xi_{X}+2 m$ and $\phi_{\sigma}(\Delta(X))=\theta_{X}^{\prime}+2 n$ whenever these objects are $\sigma$-stable.
(a) Suppose $\Delta(X)$ is not $\sigma$-stable. We now let $\theta_{X}^{\prime}=\frac{\arg \left(W^{\prime}(\Delta(X))\right)}{\pi} \in[0,2)$ (without changing $\theta_{X}$ and $\xi_{X}$ ). Hence, $\phi_{\sigma^{\prime}}(\Delta(X))=\theta_{X}^{\prime}+2 n$ and moreover, by (4.85), $\theta_{X}^{\prime}$ differs from the argument of $W(\Delta(X))$ by no more then $\epsilon$ such that the inequality (4.84) holds true. Via the HNF/JHF (corollary 4.5.21 and lemma 4.5.31) we get $\phi_{+}=\phi_{\sigma}\left(i_{2}(X)\right) \geq \phi_{\sigma}\left(i_{1}(X)\right)=$ $\phi_{-}$, which translates into $\phi_{+}=\xi_{X}+2 m \geq \phi_{-}=\theta_{X}+2 k>\xi_{X}+2 k$, using (4.84), such that we obtain $m>k$. On the other hand, we have

$$
\epsilon>d\left(\sigma, \sigma^{\prime}\right) \geq\left|\phi_{\sigma^{\prime}}(\Delta(X))-\phi_{+}\right|=\left|2(n-m)+\theta_{X}^{\prime}-\xi_{X}\right|
$$

Since we have $\theta_{X}^{\prime}-\xi_{X} \in(0,1)$ by (4.84), this yields $m=n$. Similarly, we obtain from

$$
\epsilon>d\left(\sigma, \sigma^{\prime}\right) \geq\left|\phi_{-}-\phi_{\sigma^{\prime}}(\Delta(X))\right|=\left|2(k-n)+\theta_{X}-\theta_{X}^{\prime}\right|
$$

in combination with $\theta_{X}-\theta_{X}^{\prime} \in(0,1)$ by (4.84), that $k=n$. Hence $k=n=m$, which contradicts $m>k$.
(b) Suppose $i_{1}(X)$ is not $\sigma$-stable. We proceed similar as before, now letting $\theta_{X}=\frac{\arg \left(W^{\prime}\left(i_{1}(X)\right)\right)}{\pi} \in[0,2)$ and obtain, using HNF/JHF that $n>m$ on one hand and using $\left(\theta_{X}-\theta_{X}^{\prime}\right),\left(\xi_{X}+1-\theta_{X}\right) \in(0,1)$, that $m=k=n$ on the other.
(c) Suppose $i_{2}(X)$ is not $\sigma$-stable. We - again - proceed as before showing that $k>n$. However, in this case we use $\phi_{\sigma^{\prime}}\left(i_{2}(X)\right)=\phi_{\mu}(X)=\xi_{X}$ and

$$
\phi_{\sigma^{\prime}}\left(i_{2}(X)\right)-\phi_{+}=\xi_{X}-\theta_{X}-2 k+1 \in(-2 k,-2 k+1)
$$

as well as $\phi_{-}-\phi_{\sigma^{\prime}}\left(i_{2}(X)\right)=\theta_{X}^{\prime}-\xi_{X}+2 n \in(2 n, 2 n+1)$
such that $k=0=n$.

This concludes our investigation regarding the stability of the three embeddings under the given particular circumstances. We have proved that in this situation $i_{1}(X), i_{2}(X), \Delta(X)$ are $\sigma$-stable for $X \in S$.

Since $\sigma \in S_{12}$ and $\Delta(X)$ is $\sigma$-stable for $X \in S$, we have

$$
\begin{equation*}
\phi_{\sigma}\left(i_{2}(X)\right)<\phi_{\sigma}(\Delta(X))<\phi_{\sigma}\left(i_{1}(X)\right)<\phi_{\sigma}\left(i_{2}(X)\right)+1 \tag{4.86}
\end{equation*}
$$

for all $X \in S$. Since $\mathcal{Z}(\sigma)=W$ for any $X \in S$, the difference of $\phi_{\sigma}(X)$ and the corresponding parameter value $\phi_{i}$ of $(T, f)$ is always an even integer. Without loss of generality we can assume $\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)=1$ and $\phi_{\sigma}\left(i_{2}\left(\mathcal{O}_{C}\right)\right)=$ $1 / 2$. This is possible because $W\left(i_{2}(\mathbb{C}(x))\right)=-1$ and $W\left(i_{2}\left(\mathcal{O}_{C}\right)\right)=i$ and $\phi_{\sigma}\left(i_{2}\left(\mathcal{O}_{C}\right)\right)<\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)<\phi_{\sigma}\left(i_{2}\left(\mathcal{O}_{C}\right)\right)+1$ which is why we have $\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)=n$ and $\phi_{\sigma}\left(i_{2}\left(\mathcal{O}_{C}\right)\right)=n-1 / 2$ and can apply a suitable shift corresponding to an element of $\widetilde{\mathrm{GL}}_{2}^{+}(\mathbb{R})$ acting on the stability condition if necessary. By (4.86) we obtain

$$
\begin{gathered}
1=\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)<\phi_{\sigma}(\Delta(\mathbb{C}(x)))<\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))\right)<\phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right)+1=2 \\
\frac{1}{2}=\phi_{\sigma}\left(i_{2}\left(\mathcal{O}_{C}\right)\right)<\phi_{\sigma}\left(\Delta\left(\mathcal{O}_{C}\right)\right)<\phi_{\sigma}\left(i_{1}\left(\mathcal{O}_{C}\right)\right)<\phi_{\sigma}\left(i_{2}\left(\mathcal{O}_{C}\right)\right)+1=\frac{3}{2},
\end{gathered}
$$

so in particular $\phi_{\sigma}\left(i_{1}(\mathbb{C}(x))\right), \phi_{\sigma}\left(i_{2}(\mathbb{C}(x))\right), \phi_{\sigma}\left(i_{1}\left(\mathcal{O}_{C}\right)\right), \phi_{\sigma}\left(i_{2}\left(\mathcal{O}_{C}\right)\right) \in(0,2)$. Therefore they have to agree with $\phi_{0}, \phi_{1}, \phi_{2}=1$ and $\phi_{3}=1 / 2$ respectively, which shows $\sigma \in \mathcal{V}_{12}$ and $\pi_{0}(\sigma)=(T, f)$. This proves that $\pi_{0}$ is surjective and therefore the proof is finished.

Corollary 4.10.28. Let $\mathcal{A}=\operatorname{Coh}(C)$, for an elliptic curve $C$. The map

$$
\begin{gathered}
\pi: S_{12} \rightarrow \mathcal{P}_{12} \\
\sigma \mapsto\left(\sigma_{1}, \sigma_{2}\right) .
\end{gathered}
$$

is a homeomorphism.
Proof. This is an implication of proposition 4.10.27.
Lemma 4.10.29. The pairs $\sigma=\left(Z^{\prime}, \mathcal{H}\right)$ constructed by CP-gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ and the pairs $\sigma=\left(Z, \mathcal{H}\left(C_{1}, D_{1}\right)\right)$ given in lemma 4.7.31 with $f^{-1}\left(\frac{1}{2}\right)<\frac{3}{2}$ are Bridgeland stability conditions.

Proof. We have seen that whenever $\sigma_{1}=\left(T_{1}, f_{1}\right)=\left(Z_{1}, \mathcal{H}_{1}\right) \in \operatorname{Stab}(\mathcal{D})$ and $\sigma_{2}$ are discrete, we obtain a Bridgeland stability condition by applying proposition 4.9.28 after [21, Proposition 3.5]. Without loss of generality we assume $\sigma_{2}=\sigma_{\mu}$. Let $\sigma$ be a pair obtained by CP-gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ from $\sigma_{1}$ and $\sigma_{2}=\sigma_{\mu}$. As $f_{1}(0) \geq 0$, we get $\left(\sigma_{1}, \sigma_{\mu}\right) \in \mathcal{L}_{12}$. Therefore, there is a
stability condition $\tau \in \mathcal{V}_{12}$ such that $\pi(\tau)=\left(\sigma_{1}, \sigma_{\mu}\right)$. By lemma 4.10.11, we obtain $\tau \in \Theta_{12}$ and by Lemma 4.8.13, we have that $\tau$ is a pair obtained by CP-gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ from $\sigma_{1}$ and $\sigma_{2}$. As a consequence the pair $(Z, \mathcal{H})$ gives a Bridgeland stability condition.

Let $\sigma=\left(Z_{r}, \mathcal{A}_{r}\right)$. If we consider $\sigma_{1}$ as in lemma 4.7.31 with $f^{-1}\left(\frac{1}{2}\right)<\frac{3}{2}$, we obtain $-1<f_{1}(0)<0$ and since we assumed $\operatorname{det}\left(M_{1}+I\right)>0$, we have that $\left(\sigma_{1}, \sigma_{\mu}\right) \in \mathcal{L}_{12}$. Therefore, a stability condition $\tau \in \mathcal{V}_{12}$ such that $\pi(\tau)=\left(\sigma_{1}, \sigma_{2}\right)$ exists. By lemma 4.10.12, we have that $\Delta(\mathbb{C}(x))$ is $\tau$-stable. Hence, lemma 4.8.16 gives that $\tau$ is given by the construction of lemma 4.7.31. Then $\tau=\left(Z_{r}, \mathcal{A}_{r}\right)$ and as a consequence is a Bridgeland stability condition.

Lemma 4.10.30. Let $\mathcal{A}=\operatorname{Coh}(C)$ for an elliptic curve $C$. Let $\sigma \in$ pre Stab and assume that there is a $g \in \mathrm{GL}_{2}^{+}(\mathbb{R})$ such that $\sigma g$ is constructed by $C P$ gluing via $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle$ or one of the kind of lemma 4.7.31, then $\sigma$ is a Bridgeland stability condition.

Proof. Let $\sigma \in$ pre Stab such that there is a $g \in \mathrm{GL}_{2}^{+}(\mathbb{R})$ of the kind of lemma 4.7.31 such that $f^{-1}\left(\frac{1}{2}\right) \geq \frac{3}{2}$. In this situation either $i_{1}\left(\mathcal{O}_{C}\right)$ or $i_{2}\left(\mathcal{O}_{C}\right)$ is not $\sigma$-stable, in other words, $\sigma \in S_{23}$ or $\sigma \in S_{31}$. If $\phi_{\sigma}\left(\Delta\left(\mathcal{O}_{C}\right)\right)>\frac{3}{2}$ we obtain that $i_{2}\left(\mathcal{O}_{C}\right)$ and $\Delta\left(\mathcal{O}_{C}\right)$ are $\sigma$-stable. On the other hand, $\phi_{\sigma}\left(\Delta\left(\mathcal{O}_{C}\right)\right)<\frac{1}{2} \mathrm{im}$ plies that $i_{1}\left(\mathcal{O}_{C}\right)$ and $\Delta\left(\mathcal{O}_{C}\right)$ are $\sigma$-stable. All of this is due to non-vanishing morphisms and HNFs/JHFs connected to the canonical exact triangle

$$
i_{2}\left(\mathcal{O}_{C}\right) \rightarrow \Delta\left(\mathcal{O}_{C}\right) \rightarrow i_{2}\left(\mathcal{O}_{C}\right) \xrightarrow{+} i_{2}\left(\mathcal{O}_{C}\right)[1]
$$

in the usual way.
Theorem 4.10.31. Let $\mathcal{A}=\operatorname{Coh}(C)$, for an elliptic curve $C$. The space of stability conditions $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)=S_{12} \cup S_{23} \cup S_{31}$ is a connected, four dimensional complex manifold.

Proof. Note that $\Theta_{i j}^{\prime} \subset S_{i j}$, where $\Theta_{i j}^{\prime}$ is as in corollary 4.5.30 (it should also be observed that $\Theta_{i j}^{\prime}=\Theta_{i j}$ by theorem4.9.37). Since $\mathcal{V}_{12}$ is connected, $S_{12}$ is connected too. As, moreover, $S_{12} \cap S_{23}=S_{23} \cap S_{31}=S_{12} \cap S_{31}$ is not empty, $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ is indeed connected.

## 5 More on $\mathcal{D}^{\uparrow}$

This section aims at the investigation of questions that have to do with the category $\mathcal{D}^{\uparrow}$ and are all - to some degree - related to the discussion of the space $\operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$ in the previous chapter.

### 5.1 Shape of recollement t-structures

Subsection 4.3 saw the introduction of new $t$-structures via the technique of recollement - the question remains however, how the resulting $t$-structures in fact "look like", by which is meant that the question arises, if a more intuitive understanding of them could be obtained that exceeds their purely abstract functorial description. This - however - can only mean that we must try to understand how the involved objects look like in terms of their usual cohomology which will hence be the objective of this subsection.

In order to investigate the $t$-structures, we hence introduce the following.
Definition 5.1.1. By $\tau_{1, \alpha, \beta}^{\leq 0}$ and $\tau_{1, \alpha, \beta}^{\geq 1}$ denote the truncation functors associated to the t -structure ( $\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ ) defined in 4.3.19.

In order to conduct our investigation we also need to introduce the following.

Definition 5.1.2. We define an "isomorphic arrow" in $\mathcal{D}^{\uparrow}$ (which will be denoted by $A \xlongequal[\rightrightarrows]{\cong} B$ ) to be an object $X \in \mathcal{D}^{\uparrow}$ for which $X \cong \Delta(B)$ for a $B \in \mathcal{D}$.

We will now - broken down into a series of lemmas - provide the explanation for the fact that the definition of an object to be an isomorphic arrow in 5.1.2 matches the intuition (that is being an isomorphism in $\mathcal{D}$ ) and that therefore the name is well chosen.

Lemma 5.1.3. Let $E \in \mathcal{D}^{\uparrow}$ such that $E$, viewed as a morphism in $\mathcal{C}(\mathcal{A})$ is a quasi-isomorphism. Then and only then, $E$ is an isomorphic arrow.

Proof. First, if we have $E \in \mathcal{D}^{\uparrow}$ such that $E \in \operatorname{im}\left(i_{1}\right)$, then $E \cong\left(E_{1} \rightarrow 0\right)$ and hence $\rho_{2}(E)=\rho_{2}\left(E_{1} \rightarrow 0\right)=0$ which implies $E \in \operatorname{ker}\left(\rho_{2}\right)$. If - on the other hand - we have $E \in \operatorname{ker}\left(\rho_{2}\right)$ then $\rho_{2}(E)=0$ and hence $E \cong\left(E_{1} \rightarrow 0\right)$ for an $E_{1} \in \mathcal{D}$. In other words $E \in \operatorname{im}\left(i_{1}\right)$, which means $\operatorname{im}\left(i_{1}\right)=\operatorname{ker}\left(\rho_{2}\right)$. Since $\operatorname{im}(\Delta)$ is left admissible by lemma 4.2.2, we obtain $\operatorname{im}(\Delta)=\left({ }^{\perp} \mathrm{im}(\Delta)\right)^{\perp}$ by lemma 4.2.4. Furthermore, we obtain ${ }^{\perp} \mathrm{im}(\Delta)=\operatorname{ker}\left(\rho_{2}\right)$ by lemma 4.2.10 via the fact that $\rho_{2} \dashv \Delta$. Similarly we obtain $\left(\operatorname{im}\left(i_{1}\right)\right)^{\perp}=\operatorname{ker}(\mathbb{K})$ from lemma 4.2.11. Hence, we have

$$
\operatorname{im}(\Delta)=\left({ }^{\perp} \operatorname{im}(\Delta)\right)^{\perp}=\left(\operatorname{ker}\left(\rho_{2}\right)\right)^{\perp}=\left(\operatorname{im}\left(i_{1}\right)\right)^{\perp}=\operatorname{ker}(\mathbb{K})
$$

Using the exact triangle

$$
\mathbb{K}(E) \rightarrow \lambda_{1}(E) \xrightarrow{\mu_{E}} \rho_{2}(E) \xrightarrow{+}
$$

we obtain that $\mathbb{K}(E)=0$ if and only if $\mu_{E}$ is an isomorphism in $\mathcal{C}(\mathcal{A})$. The equality $\mathbb{K}(E)=0$ is just another way of saying that $E \in \operatorname{ker}(\mathbb{K})$ and via $\operatorname{ker}(\mathbb{K})=\operatorname{im}(\Delta)$ we hence obtain $E \in \operatorname{im}(\Delta)$ if and only if $\mu_{E}$ is an isomorphism in $\mathcal{C}(\mathcal{A})$. The application of corollary 4.3.4 finishes the proof.

Remark 5.1.4. Note that, as stated at the end of the proof of 5.1.3, an important consequence is that $\mu_{Z}$, viewed as an arrow in $\mathcal{C}(\mathcal{A})$ is an isomorphism if and only if $\mathbb{K}(Z)$ vanishes.

We will finally require the following crucial fact on isomorphic arrows.
Corollary 5.1.5. Assume that $A, F \in \mathcal{D}$, then

$$
\operatorname{Hom}\left(i_{1}(A), \Delta(F)\right)=0 .
$$

Proof. This is a special case of lemma 4.1.4.
Definition 5.1.6. We define a "monomorphic arrow" in the abelian category $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ to be an object $X \in \mathcal{D}^{\uparrow}$ such that we have $X \cong \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)$ and $\tau_{1, \alpha, \alpha}^{\leq 0}\left(i_{1}(\mathbb{K}(X))\right)=0$ where $\alpha \in \mathbb{R}$.

The following definition will only be required at a later stage. However we will provide it at this point to ensure completion.

Definition 5.1.7. We define an "epimorphic arrow" in the abelian category $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ to be an object $X \in \mathcal{D}^{\uparrow}$ such that we have $X \cong \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)$ and $\tau_{1, \alpha, \alpha}^{\geq 1}\left(i_{1}(\mathbb{K}(X)[1])\right)=0$ where $\alpha \in \mathbb{R}$.

Remark 5.1.8. Note that the term "isomorphic arrow" appears in the context of the derived category $\mathcal{D}^{\uparrow}$, in contrast to both the terms "monomorphic/epimorphic arrow" that, even when ordinarily defined for objects in $\mathcal{D}^{\uparrow}$, belong to the abelian situation of the category $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$. Note that for $\alpha \in \mathbb{Z}$, the above definition is coherent with the vanishing of kernel and cokernel respectively and therefore generalises the concept from $\mathcal{A}$.

The term "isomorphic arrow" is particularly well-behaved and turns out to work well under the transition to the abelian case without the need to change language. To illustrate this - and to hint at the difference between the terminology - we will include the following corollary.

Corollary 5.1.9. If we assume $X \in \mathcal{D}^{\uparrow}$ to be an isomorphic arrow in $\mathcal{D}^{\uparrow}$, then $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)$, considered as a morphism $A \xrightarrow{f} B$ is an isomorphism in $\mathcal{D}$ and hence in $\tau_{\alpha}^{\leq 0}\left(\tau_{\alpha+1}^{\geq 1}(\mathcal{D})\right)$ for any $\alpha \in \mathbb{R}$.

Proof. As part of the proof of theorem 2.5.33, we proved, that $\tau_{\geq 0}(\operatorname{Cone}(f))$ is the cokernel, and $\left(\tau_{\leq-1}(\operatorname{Cone}(f))\right)[-1]$ the kernel of a morphism $A \xrightarrow{f} B$. Hence Cone $(f)=0$ implies

$$
\begin{array}{r}
\operatorname{coker}(f)=\tau_{\geq 0}(\operatorname{Cone}(f))=\tau_{\geq 0}(0)=0 \\
=\left(\tau_{\leq-1}(0)\right)[-1]=\left(\tau_{\leq-1}(\operatorname{Cone}(f))\right)[-1]=\operatorname{ker}(f) .
\end{array}
$$

Since $X=A \xrightarrow{f} B$ being an isomorphic arrow in $\mathcal{D}^{\uparrow}$ implies Cone $(f)=0$, this finishes the proof.

We will now, broken down into the following series of lemmas prove the theorem that fully characterises the $\mathcal{D}{ }^{\geq 1}$ (and hence - since the $\mathcal{D} \leq 0$ is known - the $t$-structure) for type-1-recollement-data.

Lemma 5.1.10. For a $t$-structure $\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ assume that $\alpha<\beta$. For an object $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ we have $\tau_{1, \beta, \beta}^{\leq 0}(X)=0$.
Proof. Since $\alpha<\beta$, we have $\mathcal{D}_{1, \beta, \beta}^{\leq 0} \subset \mathcal{D}_{1, \alpha, \beta}^{\leq 0}$. Using $i_{1, \beta, \beta}^{\leq 0} \dashv \tau_{1, \beta, \beta}^{\leq 0}$, we obtain

$$
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1, \beta, \beta}^{\leq 0}\left(\tau_{1, \beta, \beta}^{\leq 0}(X)\right), X\right) \cong \operatorname{Hom}_{\mathcal{D}_{1, \beta, \beta}^{\leq 0}}\left(\tau_{1, \beta, \beta}^{\leq 0}(X), \tau_{1, \beta, \beta}^{\leq 0}(X)\right)
$$

Again, we have $\alpha<\beta$, the inclusion $\mathcal{D}_{1, \beta, \beta}^{\leq 0} \subset \mathcal{D}_{1, \alpha, \beta}^{\leq 0}$, introduced above provides us with $\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}\right)^{\perp} \subset\left(\mathcal{D}_{1, \beta, \beta}^{\leq 0}\right)^{\perp}$ and on the other hand we have both $\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}\right)^{\perp}=\mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ and $\left(\mathcal{D}_{1, \beta, \beta}^{\leq 0}\right)^{\perp}=\mathcal{D}_{1, \beta, \beta}^{\geq 1}$ which means $\mathcal{D}_{1, \alpha, \beta}^{\geq 1} \subset \mathcal{D}_{1, \beta, \beta}^{\geq 1}$. Since $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$, we therefore also have $X \in \mathcal{D}_{1, \beta, \beta}^{\geq 1}$. Hence, we obtain the equation

$$
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1, \beta, \beta}\left(\tau_{1, \beta, \beta}^{\leq 0}(X)\right), X\right) \subset \operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(\mathcal{D}_{1, \beta, \beta}^{\leq 0}, \mathcal{D}_{1, \beta, \beta}^{\geq 1}\right)=0
$$

Hence $\operatorname{Hom}_{\mathcal{D}_{1, \beta, \beta}^{\leq 0}}\left(\tau_{1, \beta, \beta}^{\leq 0}(X), \tau_{1, \beta, \beta}^{\leq 0}(X)\right)=0$ which means that $\tau_{1, \beta, \beta}^{\leq 0}(X)=0$.
Lemma 5.1.11. For a $t$-structure ( $\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ ) on $\mathcal{D}^{\uparrow}$ assume that $\alpha<$ $\beta-1$. For an object $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ we have $\tau_{1, \alpha+1, \alpha+1}^{\leq 0}(X)$ is an isomorphic arrow.

Proof. For $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ let $Z=\tau_{1, \alpha+1, \alpha+1}^{\leq 0}(X)$ and consider the exact triangle

$$
\begin{equation*}
i_{1} \mathbb{K}(Z) \rightarrow Z \rightarrow \Delta \rho_{2}(Z) \xrightarrow{+} . \tag{5.1}
\end{equation*}
$$

It is our aim to prove that $i_{1} \mathbb{K}(Z)=0$, as this would imply $Z \cong \Delta \rho_{2}(Z)$, which - by definition - would make $Z$ an isomorphic arrow. Since $i_{1} \dashv \mathbb{K}$, and $\mathbb{K} \circ \Delta=0$ we obtain

$$
\operatorname{Hom}\left(i_{1} \mathbb{K}(Z), \Delta \rho_{2}(W)\right)=\operatorname{Hom}\left(\mathbb{K}(Z), \mathbb{K} \Delta \rho_{2}(W)\right)=\operatorname{Hom}(\mathbb{K}(Z), 0)=0
$$

for any $W \in \mathcal{D}^{\uparrow}$. Letting $W=Z$ and applying $\operatorname{Hom}\left(i_{1} \mathbb{K}(Z)\right.$, -) to the exact triangle (5.1), we obtain

$$
\operatorname{Hom}\left(i_{1} \mathbb{K}(Z), i_{1} \mathbb{K}(Z)\right) \cong \operatorname{Hom}\left(i_{1} \mathbb{K}(Z), Z\right)
$$

Hence, we need to prove that $\operatorname{Hom}\left(i_{1} \mathbb{K}(Z), Z\right)=0$. Consider the exact triangle

$$
\begin{equation*}
\tau_{1, \alpha, \alpha}^{\leq-1}(X) \rightarrow X \rightarrow \tau_{1, \alpha, \alpha}^{\geq 0}(X) \xrightarrow{+} \tag{5.2}
\end{equation*}
$$

and note that $Z=\tau_{1, \alpha+1, \alpha+1}^{\leq 0}(X)=\tau_{1, \alpha, \alpha}^{\leq-1}(X)$. Note additionally that from $\tau_{1, \alpha, \alpha}^{\geq 0}(X) \in \mathcal{D}_{1, \alpha, \alpha}^{\geq 0}$ we obtain

$$
\tau_{1, \alpha, \alpha}^{\geq 0}(X)[-1] \in \mathcal{D}_{1, \alpha, \alpha}^{\geq 0}[-1]=\mathcal{D}_{1, \alpha, \alpha}^{\geq 1} .
$$

Applying $\operatorname{Hom}\left(i_{1} \mathbb{K}(Z),-\right)$ to the exact triangle (5.2), we obtain the exact sequence

$$
\operatorname{Hom}\left(i_{1} \mathbb{K}(Z), \tau_{1, \alpha, \alpha}^{\geq 0}(X)[-1]\right) \rightarrow \operatorname{Hom}\left(i_{1} \mathbb{K}(Z), Z\right) \rightarrow \operatorname{Hom}\left(i_{1} \mathbb{K}(Z), X\right)
$$

Hence, in order for $\operatorname{Hom}\left(i_{1} \mathbb{K}(Z), Z\right)$ to vanish, we require

$$
\operatorname{Hom}\left(i_{1} \mathbb{K}(Z), \tau_{1, \alpha, \alpha}^{\geq 0}(X)[-1]\right)=0=\operatorname{Hom}\left(i_{1} \mathbb{K}(Z), X\right)
$$

Since $\tau_{1, \alpha, \alpha}^{\geq 0}(X)[-1] \in \mathcal{D}_{1, \alpha, \alpha}^{\geq 1}$ and $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$, this will be true if we had both $i_{1} \mathbb{K}(Z) \in \mathcal{D}_{1, \alpha, \beta}^{\leq 0}$ and $i_{1} \mathbb{K}(Z) \in \mathcal{D}_{1, \alpha, \alpha}^{\leq 0}$. But, since $\alpha<\beta$, we have $\mathcal{D}_{1, \alpha, \beta}^{\leq 0} \subset \mathcal{D}_{1, \alpha, \alpha}^{\leq 0}$ and - hence - it suffices to prove that $i_{1} \mathbb{K}(Z) \in \mathcal{D}_{1, \alpha, \beta}^{\leq 0}$. Recall that

$$
\mathcal{D}_{1, \alpha, \beta}^{\leq 0}=\left\{Y \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(Y) \in \mathcal{D}_{\alpha}^{\leq 0}, \rho_{2}(Y) \in \mathcal{D}_{\beta}^{\leq 0}\right\}
$$

We hence need to examine the image of $i_{1} \mathbb{K}(Z)$ under the functors $\rho_{2}$ and $\lambda_{1}$. Since $\rho_{2} \circ i_{1}=0$, we have $\rho_{2} i_{1} \mathbb{K}(Z)=0 \in \mathcal{D}_{\beta}^{\leq 0}$. It remains to prove that $\lambda_{1} i_{1} \mathbb{K}(Z) \in \mathcal{D}_{\alpha}^{\leq 0}$. First note, that by lemma 3.2 .18 we have $i_{1}$ fully faithful. This, combined with the fact that $\lambda_{1} \dashv i_{1}$, implies $\lambda_{1} \circ i_{1} \xlongequal{\cong} \mathrm{id}_{\mathcal{D}}$. This means that $\lambda_{1} i_{1} \mathbb{K}(Z) \cong \mathbb{K}(Z)$. Consider the exact triangle

$$
\Delta \rho_{2}(Z)[-1] \rightarrow i_{1} \mathbb{K}(Z) \rightarrow Z \xrightarrow{+} .
$$

Applying the (exact) functor $\lambda_{1}$ now gives the exact triangle

$$
\lambda_{1} \Delta \rho_{2}(Z)[-1] \rightarrow \mathbb{K}(Z) \rightarrow \lambda_{1}(Z) \xrightarrow{+}
$$

Since $Z=\tau_{1, \alpha+1, \alpha+1}^{\leq 0}(X)$ we have $\lambda_{1}(Z) \in \mathcal{D}_{\alpha+1}^{\leq 0} \subset \mathcal{D}_{\alpha}^{\leq 0}$. By lemma 3.2.28 we have $\Delta$ fully faithful. This, combined with the fact that $\Delta \dashv \lambda_{1}$, implies
$\operatorname{id}_{\mathcal{D}} \xlongequal{\rightrightarrows} \lambda_{1} \circ \Delta$. This means that $\lambda_{1} \Delta \rho_{2}(Z)[-1] \cong \rho_{2}(Z)[-1]$. Therefore we have

$$
\begin{aligned}
\lambda_{1} \Delta \rho_{2}(Z)[-1] \cong \rho_{2}(Z)[-1]=\rho_{2}\left(\tau_{1, \alpha+1, \alpha+1}^{\leq 0}(X)\right)[-1] & \in \rho_{2}\left(\mathcal{D}_{1, \alpha+1, \alpha+1}^{\leq 0}\right)[-1] \\
& =\mathcal{D}_{\alpha+1}^{\leq 0}[-1]=\mathcal{D}_{\alpha}^{\leq 0}
\end{aligned}
$$

Since $\mathcal{D}_{\alpha}^{\leq 0}$ is extension closed, we obtain $\mathbb{K}(Z) \in \mathcal{D}_{\alpha}^{\leq 0}$. With this, our proof is finished.

Lemma 5.1.12. For a $t$-structure $\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ assume that $\alpha<\beta$. For an object $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ we have that $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)$ is a monomorphic arrow in $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$.

Proof. Let $Y \in \mathcal{D}^{\uparrow}$ fulfil $Y=\tau_{1, \alpha, \alpha}^{\leq 0}\left(i_{1}(\mathbb{K}(X))\right)$. Hence, we have chosen $Y$ such that $Y \in \mathcal{D}_{1, \alpha, \beta}^{\leq 0}$. By lemma5.1.11, there is an $F \in \mathcal{D}^{\uparrow}$ such that

$$
\begin{equation*}
\Delta\left(\rho_{2}(F)\right) \rightarrow X \rightarrow \tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X) \xrightarrow{+} \tag{5.3}
\end{equation*}
$$

is an exact triangle. Since $\rho_{2}(Y)=0$ we have $Y \cong i_{1}\left(\lambda_{1}(Y)\right)$ and hence, using corollary 5.1.5, we obtain

$$
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(Y, \Delta\left(\rho_{2}(F)\right)\right)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1}\left(\lambda_{1}(Y)\right), \Delta\left(\rho_{2}(F)\right)\right)=0 .
$$

Hence, applying $\operatorname{Hom}(Y,-)$ to the exact triangle (5.3), provides us with

$$
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(Y, \tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right) \cong \operatorname{Hom}_{\mathcal{D}^{\uparrow}}(Y, X) \subset \operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}\right)=0
$$

We know from $\alpha<\beta$ that $\mathcal{D}_{1, \alpha, \beta}^{\leq 0} \subset \mathcal{D}_{1, \alpha, \alpha}^{\leq 0}$ and hence $Y \in \mathcal{D}_{1, \alpha, \alpha}^{\leq 0}$. Hence, we can use the adjunction $\left(i_{1, \alpha, \alpha}^{\leq 0}, \tau_{1, \alpha, \alpha}^{\leq 0}\right)$ to obtain

$$
\begin{aligned}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(Y, \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right) \cong & \cong \operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1, \alpha, \alpha}^{\leq 0}(Y), \tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right) \\
& \cong \operatorname{Hom}_{\mathcal{D}_{\uparrow}}\left(Y, \tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)=0 .
\end{aligned}
$$

If we let $X=A \xrightarrow{f} B$, we have $Y=\tau_{1, \alpha, \alpha}^{\leq 0}\left(i_{1}(\mathbb{K}(X))\right)$ and $\mathbb{K}(X)$ is given by the complex Cone $(f)[-1]=B[-1] \oplus A$ with $p$ the canonical projection associated to Cone $(f)$, we obtain that $\left.p[-1]\right|_{\lambda_{1}(Y)}=\left.p[-1]\right|_{\lambda_{1}\left(\tau_{1, \alpha, \alpha}^{0}\left(i_{1}(\mathbb{K}(X))\right)\right.}=\left.p[-1]\right|_{A}=$ 0 implies $Y=0$. Since there is a morphism $(p[-1], 0)$ from $i_{1}(\mathbb{K}(X))$ to $X$, we obtain $\left(\left.p[-1]\right|_{\lambda_{1}(Y)}, 0\right) \in \operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(Y, \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right)$. This implies $\left.p[-1]\right|_{\lambda_{1}(Y)}=0$ and, therefore, $Y=0$ which finishes the proof.

Lemma 5.1.13. For a $t$-structure ( $\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ ) on $\mathcal{D}^{\uparrow}$ assume that $\beta-1 \leq$ $\alpha<\beta$. For an object $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ we have $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \beta, \beta}^{\geq 1}(X)\right)$ is a monomorphic arrow in $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$.

Proof. The arguments that were used in the proof of lemma 5.1.12 can be completely adapted to prove lemma 5.1.13, replacing $\tau_{1, \alpha+1, \alpha+1}^{\geq 1}$ with $\tau_{1, \beta, \beta}^{\geq 1}$ everywhere throughout the proof where it is applied to an object ( $X$ or $Y)$.

Lemma 5.1.14. For a $t$-structure ( $\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ ) on $\mathcal{D}^{\uparrow}$ assume that $\alpha<\beta$. For an object $X \cong \tau_{1, \beta, \beta}^{\leq 0}(X) \in \mathcal{D}^{\uparrow}$ and $X=0$ we have $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$.

Proof. This is obvious.
Lemma 5.1.15. For a $t$-structure ( $\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ ) on $\mathcal{D}^{\uparrow}$ assume that $\alpha<\beta$. For an object $X \cong \tau_{1, \beta, \beta}^{\geq 1}\left(\tau_{1, \alpha+1, \alpha+1}^{\leq 0}(X)\right) \in \mathcal{D}^{\uparrow}$ and $X$ an isomorphic arrow, we have $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$.

Proof. Let $Y \in \mathcal{D}_{1, \alpha, \beta}^{\leq 0}$. Hence, regarding $Y$ as an arrow $Y_{1} \xrightarrow{f} Y_{2}$ we obtain

$$
\begin{array}{r}
\rho_{2}\left(\tau_{1, \beta, \beta}^{\geq 1}(Y)\right)=  \tag{5.4}\\
\rho_{2}\left(\tau_{\beta}^{\geq 1}\left(Y_{1}\right) \xrightarrow{\tau_{\beta}^{\geq 1}(f)} \tau_{\beta}^{\geq 1}\left(Y_{2}\right)\right) \\
=\tau_{\beta}^{\geq 1}\left(Y_{2}\right)=\tau_{\beta}^{\geq 1}\left(\rho_{2}(Y)\right) .
\end{array}
$$

Since $Y \in \mathcal{D}_{1, \alpha, \beta}^{\leq 0}$ we have $\rho_{2}(Y) \in \mathcal{D}_{\bar{\beta}}^{\leq 0}$. Therefore $\tau_{\beta}^{\geq 1}\left(\rho_{2}(Y)\right)=0$. This, combined with (5.4), implies that $\rho_{2}\left(\tau_{1, \beta, \beta}^{\geq 1}(Y)\right)=0$ and hence we obtain $\left(\tau_{1, \beta, \beta}^{\geq 1}(Y) \cong i_{1}\left(\lambda_{1}\left(\tau_{1, \beta, \beta}^{\geq 1}(Y)\right)\right.\right.$. Using $\tau_{1, \beta, \beta}^{\geq 1} \dashv i_{1, \beta, \beta}^{\geq 1}$ and the fact that $X$ is an isomorphic arrow, we obtain for an $F \in \mathcal{D}^{\uparrow}$

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(Y, X)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(Y, i_{1, \beta, \beta}^{\geq 1}(X)\right)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(\tau_{1, \beta, \beta}^{\geq 1}(Y), X\right) \\
=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{1}\left(\tau_{1, \beta, \beta}^{\geq 1}(Y)\right), \Delta(F)\right)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}\left(\tau_{1, \beta, \beta}^{\geq 1}(Y), \mathbb{K}(\Delta(F))\right)}=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(\tau_{1, \beta, \beta}^{\geq 1}(Y), 0\right)=0 .
\end{array}
$$

Hence, we finally obtain $X \in\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}\right)^{\perp}=\mathcal{D}_{1, \alpha, \beta}^{\geq 1}$.
Lemma 5.1.16. For a $t$-structure $\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ assume that $\alpha<$ $\beta-1$. For an object $X \cong \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right) \in \mathcal{D}^{\uparrow}$ and $X$ a monomorphic arrow in $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$, we have $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$.

Proof. Let $Y \in \mathcal{D}_{1, \alpha, \beta}^{\leq 0}$. Since $\alpha<\beta$ this implies $Y \cong \tau_{1, \alpha, \alpha}^{\leq 0}(Y)$. We use the adjoint pair of functors $\tau_{1, \alpha+1, \alpha+1}^{\geq 1} \dashv i_{1, \alpha+1, \alpha+1}^{\geq 1}$ to obtain

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(Y, X) \cong \operatorname{Hom}_{\mathcal{D} \uparrow}\left(Y, \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right) \\
\cong \operatorname{Hom}_{\mathcal{D} \uparrow}\left(\tau_{1, \alpha, \alpha}^{\leq 0}(Y), \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right) \\
\cong \operatorname{Hom}_{\mathcal{D}^{\uparrow} \uparrow}\left(\tau_{1, \alpha, \alpha}^{\leq 0}(Y), i_{1,, \alpha+1, \alpha+1}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right)\right) \\
\cong \operatorname{Hom}_{\mathcal{D} \uparrow}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\tau_{1, \alpha, \alpha}^{\leq 0}(Y)\right), \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right) \\
\cong \operatorname{Hom}_{\mathcal{D}^{\uparrow} \uparrow}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(Y)\right), \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right) .
\end{array}
$$

Since $\alpha<\beta-1$, we have $\rho_{2}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(Y)\right)=0\right.$. Therefore $g \in$ $\operatorname{Hom}_{\mathcal{D} \uparrow}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(Y)\right), \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right)$ implies that $g$ factors via $i_{1}(\operatorname{Cone}(f)[-1])=\operatorname{Cone}(f)[-1] \rightarrow 0$ given by the fact that

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(Y)\right), \Delta\left(\rho_{2}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right)\right)\right) \\
=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(\rho_{2}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(Y)\right)\right), \rho_{2}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right)\right) \\
=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(0, \rho_{2}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right)\right)=0
\end{array}
$$

(via $\rho \dashv \Delta$ ) and the canonical exact triangle

where $(A \xrightarrow{f} B)=\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)$ and $p$ the canonical projection associated with Cone $(f)$. Since $X$ was assumed to be a monomorphic arrow in $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$, we have $\tau_{1, \alpha, \alpha}^{\leq 0}\left(i_{1}(\mathbb{K}(X))\right)=0$ or, in other words, $\tau_{1, \alpha, \alpha}^{\leq 0}(\operatorname{Cone}(f)[-1])=0$ and therefore $g=0$. This implies that we obtain

$$
\operatorname{Hom}_{\mathcal{D} \uparrow}(X, Y) \cong \operatorname{Hom}_{\mathcal{D} \uparrow}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(Y)\right), \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right)=0 .
$$

Hence, we finally see that $X \in\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}\right)^{\perp}=\mathcal{D}_{1, \alpha, \beta}^{\geq 1}$.
Lemma 5.1.17. For a $t$-structure $\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ assume that $\beta-1 \leq$ $\alpha<\beta$. For an object $X \cong \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \beta, \beta}^{\geq 1,}(X)\right) \in \mathcal{D}^{\uparrow}$ and $X$ a monomorphic arrow in $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$, we have $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$.
Proof. The arguments that were used in the proof of lemma 5.1.16 can be completely adapted to prove lemma 5.1.17, replacing $\tau_{1, \alpha+1, \alpha+1}^{\geq 1}$ with $\tau_{1, \beta, \beta}^{\geq 1}$ everywhere throughout the proof where it is applied to an object ( $X$ or $Y)$.

Theorem 5.1.18. For a t-structure ( $\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ ) on $\mathcal{D}^{\uparrow}$ assume that $\alpha<$ $\beta$. For an object $X \in \mathcal{D}^{\uparrow}$, we have $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ if and only if

1. $\tau_{1, \beta, \beta}^{\leq 0}(X)=0$,
2. $\tau_{1, \alpha+1, \alpha+1}^{\leq 0}(X)$ is an isomorphic arrow,
3.     - if $\alpha<\beta-1$, then $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)$ is a monomorphic arrow in $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$,

- if $\beta-1 \leq \alpha<\beta$, then $\tau_{1, \alpha, \alpha}^{\leq 0}(X)$ is a monomorphic arrow in $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$,

Proof. For the "if"-part break up $X$ into three objects, using the truncationfunctors $\tau_{1, \beta, \beta}^{\leq 0}, \tau_{1, \alpha+1, \alpha+1}^{\leq 0}$ and $\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)$. Apply lemmas 5.1.14, 5.1.15 and 5.1.16 5.1.17, respectively, to these objects and deduce from the fact that $\mathcal{D}^{\geq 1}$ is extension closed that $X \in \mathcal{D}^{\geq 1}$.

For the "only if"-part combine lemmas 5.1.10, 5.1.11 and 5.1.12 5.1.13.

Remark 5.1.19. Note that the second bullet point of part 3 of theorem 5.1.18 makes sense, because part 1 ensures that $\tau_{1, \alpha, \alpha}^{\leq 0}(X)$ is indeed an object in the abelian category $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$.

We can now say, what hearts we obtain from a t-structure of the kind we have just investigated.

Corollary 5.1.20. For a t-structure ( $\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ ) on $\mathcal{D}^{\uparrow}$ assume that $\alpha<$ $\beta$. The heart $H_{1, \alpha, \beta}$ of $\left(\mathcal{D}_{1, \alpha, \beta}^{\leq 0}, \mathcal{D}_{1, \alpha, \beta}^{\geq 1}\right)$ is given by the following.

1. If $\alpha<\beta-2$ then $X \in H_{1, \alpha, \beta}$, if and only if

- $\tau_{1, \beta+1, \beta+1}^{\leq 0}(X)=0$,
- $\tau_{1, \beta, \beta}^{\leq 0}\left(\tau_{1, \beta+1, \beta+1}^{\geq 1}(X)\right)$ is an isomorphic arrow
- $\tau_{1, \alpha+1, \alpha+1}^{\leq 0}\left(\tau_{1, \beta, \beta}^{\geq 1}(X)\right)=0$,
- $\rho_{2}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)=0\right.$ and
- $\left.\tau_{1, \alpha, \alpha}^{\geq 1}(X)\right)=0$.

2. If $\beta-2 \leq \alpha<\beta-1$ then

- $\tau_{1, \beta+1, \beta+1}^{\leq 0}(X)=0$,
- $\tau_{1, \alpha+1, \alpha+1}^{\leq 0}\left(\tau_{1, \beta+1, \beta+1}^{\geq 1}(X)\right)$ is an isomorphic arrow,
- $\tau_{1, \beta, \beta}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)$ is a monomorphic arrow in the (abelian) category $\tau_{1, \beta, \beta}^{\leq 0}\left(\tau_{1, \beta+1, \beta+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$,
- $\tau_{1, \alpha+1, \alpha+1}^{\leq 0}\left(\tau_{1, \beta, \beta}^{\geq 1}(X)\right)=0$,
- $\rho_{2}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)=0\right.$ and
- $\left.\tau_{1, \alpha, \alpha}^{\geq 1}(X)\right)=0$.

3. If $\beta-1 \leq \alpha$ then

- $\tau_{1, \beta+1, \beta+1}^{\leq 0}(X)=0$,
- $\tau_{1, \alpha+1, \alpha+1}^{\leq 0}\left(\tau_{1, \beta+1, \beta+1}^{\geq 1}(X)\right)$ is a monomorphic arrow in the (abelian) category $\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$,
- $\rho_{2}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \beta, \beta}^{\geq 1}(X)\right)=0\right.$ and
- $\left.\tau_{1, \alpha, \alpha}^{\geq 1}(X)\right)=0$.

Proof. Combine theorem 5.1.18 with definition 2.5.27.
It will now be our task to extend our findings on $t$-structures that come from type-1-recollement-data to t-structures that come from type-2-recollementdata or type-3-recollement-data. We can rephrase corollary 4.3.17 using the particular properties of the functors $\mathbb{K}$ and $\mathbb{C}$.

Corollary 5.1.21. There are $t$-structures on $\mathcal{D}^{\uparrow}$ given by
1.

$$
\begin{array}{r}
\mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \rho_{2}(Z) \in \mathcal{D}_{2}^{\leq 0}, \lambda_{1}(Z) \in \mathcal{D}_{1}^{\leq 0}\right\} \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \rho_{2}(Z) \in \mathcal{D}_{2}^{\geq 1}, \operatorname{Cone}\left(\mu_{Z}\right)[-1] \in \mathcal{D}_{1}^{\geq 1}\right\}
\end{array}
$$

2. 

$$
\begin{aligned}
\mathcal{D}^{\leq 0} & =\left\{Z \in \mathcal{D}^{\uparrow} \mid \operatorname{Cone}\left(\mu_{Z}\right)[-1] \in \mathcal{D}_{2}^{\leq 0}, \rho_{2}(Z) \in \mathcal{D}_{1}^{\leq 0}\right\} \\
\mathcal{D}^{\geq 1} & =\left\{Z \in \mathcal{D}^{\uparrow} \mid \operatorname{Cone}\left(\mu_{Z}\right)[-1] \in \mathcal{D}_{2}^{\geq 1}, \lambda_{1}(Z) \in \mathcal{D}_{1}^{\geq 1}\right\}
\end{aligned}
$$

3. 

$$
\begin{array}{r}
\mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(Z) \in \mathcal{D}_{2}^{\leq 0}, \operatorname{Cone}\left(\mu_{Z}\right) \in \mathcal{D}_{1}^{\leq 0}\right\} \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(Z) \in \mathcal{D}_{2}^{\geq 1}, \rho_{2}(Z) \in \mathcal{D}_{1}^{\geq 1}\right\}
\end{array}
$$

for t-structure $\left(\mathcal{D}_{1}^{\leq 0}, \mathcal{D}_{1}^{\geq 1}\right)$ and $\left(\mathcal{D}_{2}^{\leq 0}, \mathcal{D}_{2}^{\geq 1}\right)$ on $\mathcal{D}$ and $\mu_{Z}$ as in corollary 4.3 .4

Proof. Using Cone $\left(\mu_{Z}\right)[-1]=\mathbb{K}=\mathbb{C}[-1]$ by corollary 4.3 .4 and by lemma 4.2.28, we replace $\mathbb{K}$ and $\mathbb{C}$ in corollary 4.3.17.

We will now provide analogies to theorem 5.1.18 and theorem 5.1.20 by describing the t-structures provided by type-3-recollement-data. We have the following observation (recall the definition of an "epimorphic arrow" made in 5.1.7.
Corollary 5.1.22. For a $t$-structure $\left(\mathcal{D}_{3, \alpha, \beta}^{\leq 0}, \mathcal{D}_{3, \alpha, \beta}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ assume that $\alpha \leq$ $\beta$. Then the $t$-structure has a description as

$$
\begin{gathered}
\mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(Z) \in \mathcal{D}_{2}^{\leq 0}, \rho_{2}(Z) \in \mathcal{D}_{1}^{\leq 0}\right\} \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(Z) \in \mathcal{D}_{2}^{\geq 1}, \rho_{2}(Z) \in \mathcal{D}_{1}^{\geq 1}\right\} .
\end{gathered}
$$

Proof. The $\mathcal{D}^{\leq 0}$ is unique for a given $\mathcal{D}^{\geq 1}$ by lemma 4.2.6.
In other words, $\alpha>\beta$ is now the interesting case.
Theorem 5.1.23. For a $t$-structure $\left(\mathcal{D}_{3, \alpha, \beta}^{\leq 0}, \mathcal{D}_{3, \alpha, \beta}^{\geq 1}\right)$ on $\mathcal{D}^{\uparrow}$ assume that $\alpha>\beta$ For an object $X \in \mathcal{D}^{\uparrow}$, we have $X \in \mathcal{D}_{3, \alpha, \beta}^{\leq 0}$ if and only if

1.     - if $\alpha>\beta+1$, then $\tau_{1, \alpha-1, \alpha-1}^{\leq 0}\left(\tau_{1, \alpha, \alpha}^{\geq 1}(X)\right)$ is an epimorphic arrow in $\tau_{1, \alpha-1, \alpha-1}^{\leq 0}\left(\tau_{1, \alpha, \alpha}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$,

- if $\beta<\alpha \leq \beta+1$, then $\tau_{1, \alpha, \alpha}^{\geq 1}(X)$ is an epimorphic arrow in $\tau_{1, \alpha-1, \alpha-1}^{\leq 0}\left(\tau_{1, \alpha, \alpha}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$,

2. $\tau_{1, \alpha-1, \alpha-1}^{\geq 1}\left(\tau_{1, \beta, \beta}^{\leq 0}(X)\right)$ is an isomorphic arrow,
3. $\tau_{1, \beta, \beta}^{\geq 1}(X)=0$.

Proof. This is simply the dual of theorem 5.1.18 and all parts of the proof can hence be obtained dually.

In analogy to the previous procedure, following theorem 5.1.18, we will now explain how the hearts of the $t$-structures that we have just described, look like.

Corollary 5.1.24. For a $t$-structure ( $\mathcal{D}_{3, \alpha, \beta}^{\leq 0}, \mathcal{D}_{3, \alpha, \beta}^{\geq 1}$ ) on $\mathcal{D}^{\uparrow}$ assume that $\alpha>$ $\beta$. The heart $H_{3, \alpha, \beta}$ of $\left(\mathcal{D}_{3, \alpha, \beta}^{\leq 0}, \mathcal{D}_{3, \alpha, \beta}^{\geq 1}\right)$ is given by the following.

1. If $\alpha>\beta+2$ then $X \in H_{3, \alpha, \beta}$, if and only if

- $\tau_{1, \alpha+1, \alpha+1}^{\leq 0}(X)=0$,
- $\lambda_{1}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha, \alpha}^{\geq 1}(X)\right)\right)=0$,
- $\tau_{1, \beta, \beta}^{\leq 0}\left(\tau_{1, \alpha, \alpha}^{\geq 1}(X)\right)=0$,
- $\tau_{1, \beta, \beta}^{\leq 0}\left(\tau_{1, \beta+1, \beta+1}^{\geq 1}(X)\right)$ is an isomorphic arrow and
- $\tau_{1, \beta, \beta}^{\geq 1}(X)=0$.

2. If $\beta+1 \leq \alpha<\beta+2$ then

- $\tau_{1, \alpha+1, \alpha+1}^{\leq 0}(X)=0$,
- $\lambda_{1}\left(\tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right)=0$,
- $\tau_{1, \alpha-1, \alpha-1}^{\leq 0}\left(\tau_{1, \beta+1, \beta+1}^{\geq 1}(X)\right)$ is an epimorphic arrow in the (abelian) category $\tau_{1, \alpha-1, \alpha-1}^{\leq 0}\left(\tau_{1, \alpha, \alpha}^{\geq 1}\right)\left(\mathcal{D}^{\uparrow}\right)$,
- $\tau_{1, \beta, \beta}^{\leq 0}\left(\tau_{1, \alpha-1, \alpha-1}(X)\right)$ is an isomorphic arrow and
- $\tau_{1, \beta, \beta}^{\geq 1}(X)=0$.

3. If $\beta+1 \geq \alpha$ then

- $\tau_{1, \alpha+1, \alpha+1}^{\leq 0}(X)=0$ and
- $\lambda_{1}\left(\tau_{1, \beta+1, \beta+1}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}(X)\right)\right)=0$
- $\tau_{1, \beta, \beta}^{\leq 0}\left(\tau_{1, \alpha, \alpha}^{\geq 1}(X)\right)$ is an epimorphic arrow in the (abelian) category $\tau_{1, \alpha-1, \alpha-1}^{\leq 0}\left(\tau_{1, \alpha, \alpha}^{\geq 1}\right)\left(\mathcal{D}^{\uparrow}\right)$ and
- $\tau_{1, \beta, \beta}^{\geq 1}(X)=0$.

Proof. Combine theorem 5.1.23 with definition 2.5.27.
Remark 5.1.25. Note that by proposition 4.3.21 we have now given a cohomological description of the t-structures that we obtain via recollement from the three semiorthogonal decompositions that we are working with. This is with the exception of the small interval from remark 4.3.22, where the situation remains unclear.

Remark 5.1.26. Like we did previously, in the description of t-structures coming from type-1-recollement-data in theorem 5.1.18 and their hearts in corollary 5.1.20, we are using the functors $\tau_{1, x, x}^{\leq 0}$ and $\tau_{1, y, y}^{\geq 1}$ to describe the t-structures. It might seem odd, that we should use these functors again. The point is, that they are special cases of the functors $\tau_{1, x_{1}, x_{2}}^{\leq 0}$ and $\tau_{1, y_{1}, y_{2}}^{\geq 1}$ where we let $x_{1}=x_{2}$ and $y_{1}=y_{2}$, belong to t-structures that simply are "real
shifts" of the standard t -structure on $\mathcal{D}^{\uparrow}$ which makes them particularly nice and hence a good basis to understand the more advanced t-structures we were describing in 5.1.18, 5.1.20, 5.1.23 and 5.1.24.

We conclude this subsection with a few examples to illustrate our findings. In order to focus on the essence of this subchapter we will illustrate whichever of both categories the t-structure is composed of, that does not have the "easy" CP-gluing description of section 3 .

Example 5.1.27. Let $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ where $\alpha, \beta \in \mathbb{Z}$ and $\alpha+3=\beta$. Then the cohomology of $X$ has the form


Note: We are giving a description of the cohomology-complex of $X$, therefore the vertical arrows in the above are 0 .

Remark 5.1.28. Example 5.1.27 has a particularly nice shape because $\alpha$ and $\beta$ are whole numbers, and hence the abelian categories obtained by the truncations in theorem 5.1.18 correspond to embeddings of $\mathcal{A}^{\uparrow}$ into $\mathcal{D}^{\uparrow}$. However,
$\alpha, \beta \notin \mathbb{Z}$ yields a much more complicated situation as we will see in example 5.1.29.

Example 5.1.29. Let $X \in \mathcal{D}_{1, \alpha, \beta}^{\geq 1}$ where $\alpha, \beta \in \mathbb{R}, \alpha, \beta \notin \mathbb{Z}$ and $\alpha+3=\beta$. Then the cohomology of $X$ has the form

and the objects given by $a, b$ and $c$ can be described by short exact sequences in $\mathcal{A}$ as follows.

1. For the object given by the morphism "a" we obtain the short exact
sequence

where $X_{\lfloor\alpha\rfloor}^{1} \xrightarrow{a_{1}} Y_{\lfloor\alpha\rfloor}^{1} \in \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1,\lfloor\alpha\rfloor+1,\lfloor\alpha\rfloor+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ is a monomorphic arrow in the abelian category $\tau_{1,\lfloor\alpha\rfloor,\lfloor\alpha\rfloor}^{\leq 0}\left(\tau_{1,\lfloor\alpha\rfloor+1,\lfloor\alpha\rfloor+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ and $X_{\lfloor\alpha\rfloor}^{2} \xrightarrow{a_{2}} Y_{\lfloor\alpha\rfloor}^{2} \in$ $\tau_{1,\lfloor\alpha\rfloor+1,\lfloor\alpha\rfloor+1}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$.
2. For the object given by the morphism "b" we obtain the short exact sequence

where $X_{\lfloor\alpha\rfloor+1}^{1} \xrightarrow{b_{1}} Y_{\lfloor\alpha\rfloor+1}^{1} \in \tau_{1, \alpha+1, \alpha+1}^{\leq 0}\left(\tau_{1,\lfloor\alpha\rfloor+2,\lfloor\alpha\rfloor+2}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ is an isomorphic arrow and $X_{\lfloor\alpha\rfloor+1}^{2} \xrightarrow{b_{2}} Y_{[\alpha\rfloor+1}^{2} \in \tau_{1,\lfloor\alpha\rfloor+1,\lfloor\alpha\rfloor+1}^{\leq 0}\left(\tau_{1, \alpha+1, \alpha+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ is a monomorphic arrow in the category $\tau_{1,\lfloor\alpha\rfloor+1,\lfloor\alpha\rfloor+1}^{\leq 0}\left(\tau_{1,\lfloor\alpha\rfloor+2,\lfloor\alpha\rfloor+2}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$.
3. For the object given by the morphism "c" we obtain the short exact sequence

where $X_{\lfloor\beta\rfloor}^{1} \xrightarrow{c_{1}} Y_{[\beta]}^{1}=0 \in \mathcal{D}^{\uparrow}$ and moreover we have $X_{\lfloor\beta\rfloor}^{2} \xrightarrow{c_{2}} Y_{\lfloor\beta\rfloor}^{2} \in$ $\tau_{1,\lfloor\beta\rfloor,\lfloor\beta\rfloor}^{\leq 0}\left(\tau_{1, \beta, \beta}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ is an isomorphic arrow.

Remark 5.1.30. We choose the description via exact sequences in 5.1.29 in order to demonstrate how the respective cohomology objects split up along the boundaries provided by the real numbers $\alpha$ and $\beta$, obviously

is simply $\left(X_{\lfloor\beta\rfloor+1} \xrightarrow{c} Y_{\lfloor\beta\rfloor+1}\right) \cong\left(X_{\lfloor\beta\rfloor+1}^{2} \xrightarrow{c_{2}} Y_{[\beta\rfloor+1}^{2}\right)$. One should think about the three objects $a, b$ and $c$ as composed of the factors in the short exact sequences with the subobject sitting on top of the quotient within the ladder displayed at the start of example 5.1.29.

We will now provide examples for the better understanding of the situation of ( $\mathcal{D}_{3, \alpha, \beta}^{\leq 0}, \mathcal{D}_{3, \alpha, \beta}^{\geq 1}$ ). Since this is dual to the ( $\mathcal{D}_{3, \alpha, \beta}^{\leq 0}, \mathcal{D}_{3, \alpha, \beta}^{\geq 1}$ )-case as we pointed out before, the interesting category is now $\mathcal{D}_{3, \alpha, \beta}^{\leq 0}$. The following example is the dual of 5.1.27.

Example 5.1.31. Let $X \in \mathcal{D}_{3, \alpha, \beta}^{\leq 0}$ where $\alpha, \beta \in \mathbb{Z}$ and $\alpha-3=\beta$. Then the cohomology of $X$ has the form


And finally we demonstrate the dual to example 5.1 .32 with the following.
Example 5.1.32. Let $X \in \mathcal{D}_{3, \alpha, \beta}^{\leq 0}$ where $\alpha, \beta \in \mathbb{Z}$ and $\alpha-3=\beta$. Then the
cohomology of $X$ has the form
$\lfloor\alpha\rfloor+1$
$\lfloor\alpha\rfloor:$
$\lfloor\beta\rfloor+2:$
$\lfloor\beta\rfloor+1:$
$\lfloor\beta\rfloor:$
$\lfloor\beta\rfloor-1$ :


1. For the object given by the morphism "a" we obtain the short exact sequence

where $X_{[\beta]}^{2} \xrightarrow{a_{2}} Y_{[\beta]}^{2}=0 \in \mathcal{D}^{\uparrow}$ and moreover we have that the object $X_{[\beta\rfloor}^{1} \xrightarrow{a_{1}} Y_{\lfloor\beta\rfloor}^{1} \in \tau_{1, \beta, \beta}^{\leq 0}\left(\tau_{1,\lfloor\beta\rfloor+1,\lfloor\beta\rfloor+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ is an isomorphic arrow in the category $\tau_{1,\lfloor\beta\rfloor,\lfloor\beta\rfloor}^{\leq 0}\left(\tau_{1,\lfloor\beta\rfloor+1,\lfloor\beta\rfloor+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$.
2. For the object given by the morphism "b" we obtain the short exact sequence

where $X_{\lfloor\beta\rfloor+1}^{1} \xrightarrow{b_{1}} Y_{\lfloor\beta\rfloor+1}^{1} \in \tau_{1, \beta+1, \beta+1}^{\leq 0}\left(\tau_{1,\lfloor\beta\rfloor+2,\lfloor\beta\rfloor+2}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ is an isomorphic arrow and $X_{\lfloor\beta\rfloor+1}^{2} \xrightarrow{b_{2}} Y_{\lfloor\beta\rfloor+1}^{2} \in \tau_{1,\lfloor\beta\rfloor+1,\lfloor\beta\rfloor+1}^{\leq 0}\left(\tau_{1, \beta+1, \beta+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ is an epimorphic arrow in the category $\tau_{1, \beta, \beta}^{\leq 0}\left(\tau_{1, \beta+1, \beta+1}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$.
3. For the object given by the morphism "c" we obtain the short exact sequence

where $X_{\lfloor\alpha\rfloor}^{2} \xrightarrow{c_{2}} Y_{\lfloor\alpha\rfloor}^{2} \in \tau_{1,\lfloor\alpha\rfloor,\lfloor\alpha\rfloor}^{\leq 0}\left(\tau_{1, \alpha, \alpha}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$ is an epimorphic arrow and $X_{\lfloor\alpha\rfloor}^{1} \xrightarrow{c_{1}} Y_{\lfloor\alpha\rfloor}^{1} \in \tau_{1, \alpha, \alpha}^{\leq 0}\left(\tau_{1,\lfloor\alpha\rfloor,\lfloor\alpha\rfloor}^{\geq 1}\left(\mathcal{D}^{\uparrow}\right)\right)$.

Remark 5.1.33. This subsection was aimed at gaining a better understanding of t-structures obtained by recollement via the type 1,2 or 3 recollement-data (therefore linked to the semiorthogonal decompositions $\left\langle\mathcal{D}_{1}, \mathcal{D}_{2}\right\rangle,\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ and $\left\langle\mathcal{D}_{3}, \mathcal{D}_{1}\right\rangle$ respectively). Our approach was to give a description of the involved objects in terms of standard-cohomology. While we almost completely succeeded, two interesting cases remain as demonstrated by the previous examples as the morphism $a_{1}$ in 5.1.29 and the morphism $b_{2}$ in 5.1 .32 obtain their characterisation as being linked to a monomorphism and an epimorphism respectively from categories of the form $\mathcal{P}(\gamma, \gamma+1]$ where $\gamma \in \mathbb{Z}$ (with $\left.\mathcal{P}(0,1]=\mathcal{A}^{\uparrow}\right)$. Since these categories are not simple shifts of $\mathcal{A}^{\uparrow}$, we do not obtain a connection to mono-/epimorphisms in $\mathcal{A}^{\uparrow}$.

### 5.2 Connecting morphisms on $\mathcal{D}^{\uparrow}$

An important feature of the derived category is, that it has morphisms which are not a straightforward adaptation of those of the underlying abelian category $\mathcal{A}$ (and hence of the - also abelian - category $\mathcal{C}(\mathcal{A})$ ). On the other
hand, it is via these additional morphisms that the triangulated structure is provided.

While the first and the second horizontal arrow in the exact triangle

$$
i_{2}\left(\rho_{2}(X)\right) \rightarrow X \rightarrow i_{1}\left(\lambda_{1}(X)\right) \xrightarrow{+}
$$

in $\mathcal{D}^{\uparrow}$ are obvious and are moreover taken from $\operatorname{mor}(\mathcal{C}(\mathcal{A}))$ ), the connecting morphism $\xrightarrow{+}$ is less obvious and therefore interesting. Since, as an implication of [59, Tag 05QT] this morphism has to be non-zero in general, it is also important to understand how it is constructed.

However, $\xrightarrow[\rightarrow]{+}$ has proved to be of particular importance in the context of $\mathcal{D}^{\uparrow}$. Lemma 2.2.11 has revealed another problem that appears in this context, provided by the question if the diagram:

commutes. In other words, the question is if there is an equivalence of categories between $\left(\mathcal{D}^{b}(\mathcal{A})\right)^{\uparrow}$ and $\mathcal{D}^{\uparrow}$ provided by a trivial functor (or by any functor at all). Both the author and others believed this to be true for while (see [29]). However, the functor $T$ of [29, Section 3.4] turns out not to be faithful, since it maps $\xrightarrow{+}$ to 0 . We shall hence provide a description of $\xrightarrow{+}$ throughout this subsection, which allows us to see why $\xrightarrow{+}$ is non-zero and hence how it is constructed.

We will require two definitions. At first recall this - well known - definition.

Definition 5.2.1. For a morphism

$$
E \xrightarrow{f} F
$$

in $\mathcal{C}(\mathcal{A})$ we define the "mapping cone" by

$$
\operatorname{Cone}(f)^{n}=E^{n+1} \oplus F^{n}
$$

(meaning that without the differential Cone $(f)$ would simply be $E[1] \oplus F$ ) with

$$
\left(\begin{array}{cc}
-d_{E}^{n+1} & 0 \\
f^{n+1} & d_{F}^{n}
\end{array}\right)
$$

as differential.

It is also well known, that with this object we obtain two canonical mappings $F \rightarrow \operatorname{Cone}(f)$ and Cone $(f) \rightarrow E[1]$.

Definition 5.2.2. For a morphism

$$
E \xrightarrow{f} F
$$

define $i_{F}$ and $p_{E[1]}$ to be the canonical mappings given by the mapping cone:

$$
F \xrightarrow{i_{F}} \operatorname{Cone}(f) \xrightarrow{p_{E[1]}} E[1] .
$$

In other words, $i_{F}$ embeds $F$ into the $F$-component of $\operatorname{Cone}(f)$ and $p_{E[1]}$ projects the $E[1]$-component of $\operatorname{Cone}(f)$ onto $E[1]$.

The following lemma provides the fact that these mappings are - indeed - useful.

Lemma 5.2.3. The maps defined in Definition 5.2.2 are maps of chaincomplexes.

Proof. To prove the lemma we must show the commutativity of the respective map with the boundary-operator.

For $i_{F}$ we obtain:

$$
\left(\begin{array}{cc}
-d_{E}^{n+1} & 0 \\
f^{n+1} & d_{F}^{n}
\end{array}\right)\binom{0}{i_{F}^{n}}=\binom{0}{d_{F}^{n} \circ i_{F}^{n}}=\binom{0}{i_{F}^{n+1} \circ d_{F}^{n}} .
$$

For $p_{E[1]}$ we easily check:

$$
-d_{E}^{n+1} \circ p_{E[1]}^{n}=p_{E[1]}^{n+1}\left(\begin{array}{cc}
-d_{E}^{n+1} & 0 \\
f^{n+1} & d_{F}^{n}
\end{array}\right) .
$$

Remark 5.2.4. Note that the object Cone $(f)$ is - generally - not equal to the direct sum of $E$ and $F$, which implies, that we cannot assume the existence of mappings $p_{F}$ and $i_{E[1]}$ in analogy to $i_{F}$ and $p_{E[1]}$. For example would we get

$$
p_{F}^{n+1}\left(\begin{array}{cc}
-d_{E}^{n+1} & 0 \\
f^{n+1} & d_{F}^{n}
\end{array}\right)=\left(p_{F}^{n+1} \circ f^{n+1}, p_{F}^{n+1} \circ d_{F}^{n}\right) \neq\left(0, d_{F}^{n} \circ p_{F}^{n}\right)
$$

whenever $f \neq 0$ and at the same time $F \neq 0$. We refer to [56, Section 10.5] for more details.

Lemma 5.2.5. Let $(A \xrightarrow{\varphi} B) \in \mathcal{D}^{\uparrow}$. There is an exact triangle

in $\mathcal{D}^{\uparrow}$.
Proof. The sequence

is exact in $\mathcal{C}\left(\mathcal{A}^{\uparrow}\right)$.
We also have the following.
Lemma 5.2.6. Let $(A \xrightarrow{\varphi} B) \in \mathcal{D}^{\uparrow}$, we have $i_{1}(A) \cong_{\mathcal{D}^{\uparrow}}\left(A \xrightarrow{i_{B} \circ}\right.$ Cone $\left.\left(\operatorname{id}_{B}\right)\right)$.
Proof. We have $i_{1}(A)=(A \rightarrow 0)$ which fits into the exact triangle


On the other hand, $\left(A \xrightarrow{i_{B} \circ \varrho}\right.$ Cone $\left.\left(\operatorname{id}_{B}\right)\right)$ is the mapping cone of the morphism

in $\mathcal{C}\left(\mathcal{A}^{\uparrow}\right)$ and combining [32, Section 1.1, (TR3)] with [32, Section 1.2, Proposition], finishes the proof.

Hence, we obtain the following.

Lemma 5.2.7. Let $(A \xrightarrow{\varphi} B) \in \mathcal{D}^{\uparrow}$. There is an exact triangle

in $\mathcal{D}^{\uparrow}$.
Proof. At first note that the morphism

$$
\text { Cone }\left(\mathrm{id}_{A}\right) \xrightarrow{(\varphi[1], \varphi)} \text { Cone }\left(\mathrm{id}_{B}\right)
$$

in the diagram above is obtained as the mapping cone of the morphism

and does - therefore - exist. Moreover, by lemma 5.2.6, both $A \xrightarrow{i_{A}}$ Cone $\left(\mathrm{id}_{A}\right)$ and $A \xrightarrow{i_{B} \circ \varphi}$ Cone $\left(\operatorname{id}_{B}\right)$ are isomorphic to $i_{1}(A)$, which implies that the morphism induced by $\left(\mathrm{id}_{A},(\varphi[1], \varphi)\right)$ on the cohomology objects equals to $\left(\mathrm{id}_{A}, 0\right)$ - but since both Cone $\left(\mathrm{id}_{A}\right)$ and Cone $\left(\mathrm{id}_{B}\right)$ are acyclic, we obtain that the $\operatorname{map}\left(\operatorname{id}_{A},(\varphi[1], \varphi)\right)$ is a quasi-isomorphism and therefore an isomorphism in $\mathcal{D}^{\uparrow}$. Considering the exact triangle from lemma 5.2 .5 we now obtain the commutative (in $\mathcal{C}\left(\mathcal{A}^{\uparrow}\right)$ ) diagram

and the proof is finished.
We hence conclude this section with the following theorem.
Theorem 5.2.8. Let $X=(A \xrightarrow{\varphi} B)$. The connecting morphism $\xrightarrow{+}$ of the exact triangle

$$
i_{2}\left(\rho_{2}(X)\right) \rightarrow X \rightarrow i_{1}\left(\lambda_{1}(X)\right) \xrightarrow{+}
$$

is - up to isomorphisms - given by the chain-complex homomorphism $\varphi$ via the roof (5.5) described in lemma 5.2.7.

Proof. This is a consequence of lemma 5.2.7, obtained via the fact that we have $A \xrightarrow{i_{B} 0 \varphi}$ Cone $\left(\mathrm{id}_{B}\right)$ isomorphic to $A \rightarrow 0$ in $\mathcal{D}^{\uparrow}$ by lemma 5.2.6. We combine this with the commutativity of the diagram (5.6) which provides the equality of both morphisms from $\left(A \rightarrow \operatorname{Cone}\left(\operatorname{id}_{B}\right)\right)$ to $(0 \rightarrow B[1])$.

Remark 5.2.9. It should be noted, that the mathematics in this chapter also provide a different approach to obtain the result of corollary 4.5.6. This can be seen in the following way, assume that $F=(A \xrightarrow{\varphi} B)$ such that $\varphi=0$ in $\operatorname{Hom}_{\mathcal{D}^{\uparrow}}(A, B)$, then we have a decomposition

$$
\begin{equation*}
F=\left(A \xrightarrow{i_{B} \circ} \operatorname{Cone}^{\left(\mathrm{id}_{B}\right)}\right) \oplus i_{2}(B) \tag{5.7}
\end{equation*}
$$

and obtain the result of corollary 4.5 .6 by lemma 5.2.7.
The reason for (5.7) to be true is that by [59, Tag 05QT] we need to prove that the morphism $\xi=$

in the exact triangle from lemma 5.2.7 equals $0 \in \operatorname{mor}\left(\mathcal{D}^{\uparrow}\right)$ for $\varphi=0$ in $\operatorname{mor}(\mathcal{D})$. Apply the functor $\operatorname{Hom}_{\mathcal{D}^{\dagger}}\left(-, i_{2}(B[1])\right)$ to the (by lemma 5.2.5) exact triangle

to get a well-defined mapping

$$
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{2}(A[1]), i_{2}(B[1])\right) \xrightarrow{-\circ \nu} \operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(A \xrightarrow{i_{A}} \operatorname{Cone}\left(\operatorname{id}_{A}\right), i_{2}(B[1])\right)
$$

where $\nu$ is the morphism

from the previous exact triangle. We obtain the well-defined mapping

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}}(A, B) \xrightarrow{[1]} \operatorname{Hom}_{\mathcal{D}}(A[1], B[1]) \xrightarrow{(0,-)} \\
\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(i_{2}(A[1]), i_{2}(B[1])\right) \xrightarrow{-\nu} \operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(A \xrightarrow{i_{A}} \operatorname{Cone}\left(\operatorname{id}_{A}\right), i_{2}(B[1])\right)
\end{array}
$$

which maps $\varphi$ to $\xi$ and hence proves that if $\varphi=0$ in $\operatorname{Hom}_{\mathcal{D} \uparrow}(A, B)$, then so is $\xi$ in $\operatorname{Hom}_{\mathcal{D}^{\dagger}}\left(A \xrightarrow{i_{A}} \operatorname{Cone}\left(\mathrm{id}_{A}\right), i_{2}(B[1])\right)$. As mentioned earlier, this is what we need.

### 5.3 Exceptional collections

Another technique of finding hearts of bounded t -structures uses a particular kind of objects which may or may not exist in the category one is working with. These so called "Exceptional objects" were used by Macrí in [45] and [46] to obtain new pre-stability conditions.

We will provide a short introduction into the theory of exceptional collections on triangulated categories by providing the crucial definitions required. Following the notation of Macrí in [46] we introduce the notion of an exceptional object.

Definition 5.3.1. An object $E \in \mathcal{T} \mathcal{R}$ is called "exceptional" if for all $i \neq 0$

$$
\begin{array}{r}
\operatorname{Hom}^{i}(E, E)=0, \\
\operatorname{Hom}^{0}(E, E)=\mathbb{C} .
\end{array}
$$

We also need the following notation.

Notation 5.3.2. For $A, B \in \mathcal{T \mathcal { R }}$ let $\operatorname{Hom}^{\bullet}(A, B)=\bigoplus_{k \in \mathbb{Z}} \operatorname{Hom}^{k}(A, B)[-k]$.
We can now provide the definition of an exceptional collection.
Definition 5.3.3. A finite sequence of exceptional objects $\left(E_{0}, \ldots, E_{n}\right)$ is called an "exceptional collection" in $\mathcal{T} \mathcal{R}$ if for $i>j$ we have

$$
\operatorname{Hom}^{\bullet}\left(E_{i}, E_{j}\right)=0
$$

In general, the term exceptional collection is not strong enough to make use of it in order to find t -structures. One requires the exceptional collection to have additional features as provided by the following definitions.

Definition 5.3.4. An exceptional collection $\mathcal{E}=\left(E_{0}, \ldots, E_{n}\right)$ is "complete" if it generates $\mathcal{T} \mathcal{R}$ by shifts and extensions.

Definition 5.3.5. An exceptional collection $\mathcal{E}=\left(E_{0}, \ldots, E_{n}\right)$ is "Ext", if for all $i \neq j$ we have

$$
\operatorname{Hom}^{\leq 0}\left(E_{i}, E_{j}\right)=0
$$

It is our objective to investigate the construction of exceptional collections on $\mathcal{D}^{\uparrow}$ in this subsection. We want to investigate what happens going from $\mathcal{D}$ to $\mathcal{D}^{\uparrow}$. That is, we want to extend concepts that are related to exceptional collections from $\mathcal{D}$ to $\mathcal{D}^{\uparrow}$. We start by illustrating this with the easy observation, that for a semiorthogonal decomposition $\mathcal{T} \mathcal{R}=\left\langle\mathcal{T} \mathcal{R}^{1}, \mathcal{T} \mathcal{R}^{2}\right\rangle$ and an exceptional collection $\mathcal{E}=\left(E_{0}, \ldots, E_{n}\right)$ in $\mathcal{T} \mathcal{R}^{a}$ we obtain an exceptional collection $i_{a}(\mathcal{E})=\left(i_{a}\left(E_{0}\right), \ldots, i_{a}\left(E_{n}\right)\right)$ where $a \in\{1,2\}$ and $i_{a}$ as in lemma 3.1.4. This is due to the fact that $i_{a}$ is fully faithful and commutes with the shift functor which implies that we obtain $\operatorname{Hom}_{\mathcal{T R}}\left(i_{a}(E), i_{a}(F)\right) \cong \operatorname{Hom}_{\mathcal{T R}^{a}}(E, F)$ for any $E, F \in \mathcal{T} \mathcal{R}^{a}$.

It is essential, yet not surprising, that the exceptional collections $i_{a}(\mathcal{E})$ do in general not meet any criterion that allows one to use them in order to generate $t$-structures. It is evident, that an exceptional collection which can be used to construct t-structures on $\mathcal{T R}$ will have to be the result of a construction process that involves both $\mathcal{T} \mathcal{R}^{1}$ and $\mathcal{T} \mathcal{R}^{2}$. Based on this premise, we will hence try to construct more interesting exceptional collections on $\mathcal{T}$ R.

Lemma 5.3.6. Let $\mathcal{T} \mathcal{R}=\left\langle\mathcal{T} \mathcal{R}^{1}, \mathcal{T R}^{2}\right\rangle$ be a semiorthogonal decomposition of $\mathcal{T} \mathcal{R}$. Let $\mathcal{E}=\left(E_{0}, \ldots, E_{n}\right)$ be an exceptional collection in $\mathcal{T} \mathcal{R}^{1}$ and $\mathcal{F}=$ $\left(F_{0}, \ldots, F_{n}\right)$ be an exceptional collection in $\mathcal{T R}^{2}$. Then

1. $\left(i_{1} \mathcal{E}, i_{2} \mathcal{F}\right)$ is an exceptional collection in $\mathcal{T R}$ and
2. if $\mathcal{E}$ and $\mathcal{F}$ are complete, then $\left(i_{1} \mathcal{E}, i_{2} \mathcal{F}\right)$ is complete.

Proof. We will prove the fact that $\left(i_{1} \mathcal{E}, i_{2} \mathcal{F}\right)$ is an exceptional collection in $\mathcal{T} \mathcal{R}$ before we prove the completeness.

1. Any object in $\left(i_{1} \mathcal{E}, i_{2} \mathcal{F}\right)$ is exceptional because $i_{1}$ and $i_{2}$ are fully faithful and commute with the shift functor. Hence, it only remains to show that $\operatorname{Hom}_{\mathcal{T} \mathcal{R}}^{\bullet}\left(i_{2}\left(F_{a}\right), i_{1}\left(E_{b}\right)\right)=0$ for any $a, b \in\{0, \ldots, n\}$. Since $E_{b} \in \mathcal{T} \mathcal{R}^{1}$ and $F_{a} \in \mathcal{T} \mathcal{R}^{2}$ and $\mathcal{T} \mathcal{R}=\left\langle\mathcal{T} \mathcal{R}^{1}, \mathcal{T} \mathcal{R}^{2}\right\rangle$ is a semiorthogonal decomposition this follows by definition.
2. Since $\mathcal{E}$ is assumed to be complete, $\mathcal{E}$ generates $\mathcal{T} \mathcal{R}^{1}$ and in the same way $\mathcal{F}$ generates $\mathcal{T} \mathcal{R}^{2}$. Moreover, for any $G \in \mathcal{T} \mathcal{R}$, there exists an exact triangle $i_{2}\left(\rho_{2} G\right) \rightarrow G \rightarrow i_{1}\left(\lambda_{1} G\right) \xrightarrow{+}$, which again derives from the fact that $\mathcal{T} \mathcal{R}=\left\langle\mathcal{T} \mathcal{R}^{1}, \mathcal{T} \mathcal{R}^{2}\right\rangle$ is a semiorthogonal decomposition. Hence, as $G$ is an extension of two objects that can be generated by $i_{1} \mathcal{E}$ and by $i_{2} \mathcal{F}$ via shifts and extensions, $\left(i_{1} \mathcal{E}, i_{2} \mathcal{F}\right)$ is indeed complete.

In order to establish corollary 5.3.8 we will need the following observation:
Lemma 5.3.7. If for an $n \in \mathbb{N}$ we have that $\mathcal{E}=\left(E_{1}, \ldots, E_{n}\right)$ is an exceptional collection in a triangulated category $\mathcal{T} \mathcal{R}$, then $\mathcal{E}[c]=\left(E_{1}[c], \ldots, E_{n}[c]\right)$ is an exceptional collection in $\mathcal{T} \mathcal{R}$.

Proof. The fact that $\operatorname{Hom}(E, F) \cong \operatorname{Hom}(E[c], F[c])$ implies - on one hand that the condition on each object of $\mathcal{E}[c]$ given in definition 5.3.1 is fulfilled, and - on the other - that the condition on the sequence given in definition 5.3 .3 is fulfilled.

Corollary 5.3.8. Let $\mathcal{T} \mathcal{R}=\left\langle\mathcal{T} \mathcal{R}^{1}, \mathcal{T R}^{2}\right\rangle$ be a semiorthogonal decomposition of $\mathcal{T} \mathcal{R}$. Assume there is an equivalence of categories $\phi: \mathcal{T} \mathcal{R}^{1} \rightarrow \mathcal{T R}^{2}$ (as in lemma 3.1.8). Let $\mathcal{E}=\left(E_{0}, \ldots, E_{n}\right)$ be a semiorthogonal decomposition in $\mathcal{T} \mathcal{R}^{1}$ and assume that there is an $m \in \mathbb{Z}$ such that for any $A_{1} \in \mathcal{T R}^{1}$ and $A_{2} \in \mathcal{T} \mathcal{R}^{2}$ we have that $\operatorname{Hom}_{\mathcal{T} \mathcal{R}^{2}}^{i}\left(\phi\left(A_{1}\right), A_{2}\right) \cong \operatorname{Hom}_{\mathcal{T R}}^{i}\left(i_{1}\left(A_{1}\right), i_{2}\left(A_{2}\right)[m]\right)$. For $c \in \mathbb{Z}_{<m}$ we obtain

1. $\left(i_{1} \mathcal{E}, i_{2} \phi(\mathcal{E})[c]\right)=\left(i_{1}\left(E_{0}\right), \ldots, i_{1}\left(E_{n}\right), i_{2} \phi\left(E_{0}\right)[c], \ldots, i_{2} \phi\left(E_{n}\right)[c]\right)$ is an exceptional collection in $\mathcal{T} \mathcal{R}$,
2. if $\mathcal{E}$ is complete, then $\left(i_{1} \mathcal{E}, i_{2} \phi(\mathcal{E})[c]\right)$ is complete and
3. if $\mathcal{E}$ is Ext, then $\left.\left(i_{1} \mathcal{E}, i_{2} \phi(\mathcal{E})[c]\right)\right)$ is Ext.

Proof. We will proceed in the order of the statements of the corollary. We combine lemma 5.3 .6 with lemma 5.3 .7 to prove 1 and proceed similarly with 2.

The proof for 3 works as follows. In order to fulfil the definition for the exceptional collection to be Ext given in 5.3.5, we only have to prove that for an object $F$ to the right of an object $E$ in $\left(i_{1} \mathcal{E}, i_{2} \phi(\mathcal{E})[c]\right)$ we get $\operatorname{Hom}^{\leq 0}(E, F)=0$. The rest of the definition will be fulfilled by the fact that $\left(i_{1} \mathcal{E}, i_{2} \phi(\mathcal{E})[c]\right)$ is an exceptional collection.

The semiorthogonal decomposition $\mathcal{E}$ being Ext means that for any objects $E_{a}, E_{b} \in\left\{E_{0}, \ldots, E_{n}\right\}$ and $a<b$, we have $\operatorname{Hom}_{\mathcal{T}^{1}}^{\leq 0}\left(E_{a}, E_{b}\right)=0$. Hence

$$
\operatorname{Hom}_{\tilde{\mathcal{T}} \mathcal{R}}^{\leq 0}\left(i_{1}\left(E_{a}\right), i_{1}\left(E_{b}\right)\right)=\operatorname{Hom}_{\mathcal{T}^{1}}^{\leq 0}\left(E_{a}, E_{b}\right)=0
$$

and a similar statement holds for the embedding $i_{2}$. Moreover, if we have $d \neq e$, then we obtain

$$
\begin{aligned}
\operatorname{Hom}_{\overline{\mathcal{T}} \mathcal{R}}^{\leq 0}\left(i_{1}\left(E_{d}\right), i_{2}\left(\phi\left(E_{e}\right)[c]\right)\right)= & \operatorname{Hom}_{\underset{\mathcal{T}}{ } \mathcal{R}^{2}}^{\leq 0}\left(\phi\left(E_{d}\right), \phi\left(E_{e}\right)[c-m]\right) \\
& \subset \operatorname{Hom}_{\mathcal{T R}^{2}}^{\leq 0}\left(\phi\left(E_{d}\right), \phi\left(E_{e}\right)\right)=0 .
\end{aligned}
$$

Finally,

$$
\begin{array}{r}
\operatorname{Hom}_{\underset{\mathcal{T} R}{ }}^{\leq 0}\left(i_{1}\left(E_{d}\right), i_{2}\left(\phi\left(E_{d}\right)[c]\right)\right)=\operatorname{Hom}_{\substack{\mathcal{T} \mathcal{R}^{2}}}^{\leq 0}\left(\phi\left(E_{d}\right), \phi\left(E_{d}\right)[c-m]\right) \\
\cong \operatorname{Hom}_{\substack{ \\
\leq 0}}\left(\phi\left(E_{d}\right), \phi\left(E_{d}\right)[c-m]\right) \subset \operatorname{Hom}_{\mathcal{T} \mathcal{R}^{2}}^{<0}\left(\phi\left(E_{d}\right), \phi\left(E_{d}\right)[c-m]\right)=0 .
\end{array}
$$

Remark 5.3.9. Note that corollary 5.3.8 applies in the same manner for the collection $\left(i_{1}(\mathcal{E})[-c], i_{2} \phi(\mathcal{E})\right)$, as all definitions agree with the shift functor.

Corollary 5.3.10. If $\mathcal{D}$ has a complete and Ext-exceptional collection, then so does $\mathcal{D}^{\uparrow}$.

Proof. If $\left(E_{0}, \ldots, E_{n}\right)$ is complete and Ext-exceptional collection in $\mathcal{D}$, then we can - for instance - choose

$$
\left(\left(E_{0} \rightarrow 0\right), \ldots,\left(E_{n} \rightarrow 0\right),\left(0 \rightarrow E_{0}\right), \ldots,\left(0 \rightarrow E_{n}\right)\right) \subset \mathcal{D}^{\uparrow}
$$

as an example of an exceptional collection that fulfils all the criteria of corollary 5.3.8. In other words, we apply corollary 5.3 .8 in the situation of $\mathcal{D}$ and $\mathcal{D}^{\uparrow}$, where $\phi(E \rightarrow 0)=(0 \rightarrow E)$ and choose $c$ to be equal to 0 . By corollary 3.2.29 the condition $\operatorname{Hom}_{\mathcal{T} \mathcal{R}^{2}}^{i}\left(\phi\left(A_{1}\right), A_{2}\right) \cong \operatorname{Hom}_{\mathcal{T} \mathcal{R}}^{i}\left(i_{1}\left(A_{1}\right), i_{2}\left(A_{2}\right)[m]\right)$ for $A_{1} \in \mathcal{T} \mathcal{R}^{1}$ and $A_{2} \in \mathcal{T} \mathcal{R}^{2}$ is fulfilled in the case of $\mathcal{D}$ and $\mathcal{D}^{\uparrow}$ with $m=1$.

A result by Macrí, given in [45] and in [46] now provides the use of exceptional collections for the stability space.

Proposition 5.3.11. If $\mathcal{D}$ has a complete and Ext-exceptional collection $\left(E_{0}, \ldots, E_{n}\right)$ then there is an open, connected and simply connected $(n+1)$ dimensional submanifold $\Theta_{\mathcal{E}} \subset \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{\uparrow}\right)$.

Proof. Since 5.3.10 provides that $\mathcal{D}^{\uparrow}$ has a complete and Ext-exceptional collection given that $\mathcal{D}$ has one, one can apply [45, Lemma 3.19].

Remark 5.3.12. Note that the support property was a feature not yet added to the set of conditions of a stability condition and is hence disregarded in [45] and in [46].

We can now conclude this subsection by providing a fact on the probably most common example regarding the theory of exceptional collections.

Corollary 5.3.13. There is an open, connected and also simply connected $(2 N+2)$-dimensional submanifold $\Theta_{\mathcal{E}} \subset \operatorname{pre} \operatorname{Stab}\left(\mathcal{D}^{b}\left(\left(\mathbb{P}^{N}\right)^{\uparrow}\right)\right)$.

Proof. We can apply proposition 5.3.11 with regard to the exceptional collection given by $\mathcal{E}=\{\mathcal{O}, \ldots, \mathcal{O}(N)\}$ (see [9] or [31]).

## 6 On the stability spaces of $\mathcal{D}^{\uparrow \uparrow}$ and $\mathcal{D}^{n \uparrow}$

The category $\mathcal{D}^{\uparrow}$ can be considered as the derived category of a simple graph obtained from $\mathcal{A}$ (not as graph obtained from $\mathcal{D}$ ), looking like this: $\cdot \rightarrow \cdot$ ). The question is natural, what one can say about the derived category of a more advanced graph such as $\cdot \rightarrow \cdot \rightarrow \cdot$, for start, and subsequently about one of the form

$$
\underbrace{\rightarrow \rightarrow \cdots \rightarrow}_{n \text {-arrows }}
$$

In analogy to the naming of $\mathcal{A}^{\uparrow}$ the category of holomorphic triples if $\mathcal{A}=$ Coh $(C)$ one can now - more generally - talk about "holomorphic chains" of length $n$.

Evidently even this is only the first step in a prospective goal to understand the stability space of any given graph. This chapter investigates how far the previous findings on $\mathcal{D}^{\uparrow}$ can be generalised with regard to simple graphs of the kind mentioned above.

### 6.1 Gluing and recollement on $\mathcal{D}^{\uparrow \uparrow}$

Definition 6.1.1. In analogy to definition 2.1.12 we define $\mathcal{A}^{\uparrow \uparrow}$ to be the category for which $\operatorname{obj}\left(\mathcal{A}^{\uparrow}\right)$ is the set of all arrows

$$
A \rightarrow B \rightarrow C
$$

between objects $A, B, C \in \mathcal{A}$. For $(A \xrightarrow{f} B \xrightarrow{g} C),\left(A^{\prime} \xrightarrow{f^{\prime}} B^{\prime} \xrightarrow{g^{\prime}} C^{\prime}\right) \in \operatorname{obj}\left(\mathcal{A}^{\uparrow}\right)$ denote by

$$
\operatorname{Hom}\left((A \xrightarrow{f} B \xrightarrow{g} C),\left(A^{\prime} \xrightarrow{f^{\prime}} B^{\prime} \xrightarrow{g^{\prime}} C^{\prime}\right)\right)
$$

the set of all triples $\left(\phi, \phi^{\prime}, \phi^{\prime \prime}\right)$ of arrows such that the following diagram commutes:


Lemma 6.1.2. The category $\mathcal{A}^{\uparrow \uparrow}$ is abelian.
Proof. Similar to the proof of proposition 2.2.1, where one now uses the diagram


Remark 6.1.3. Alternatively we can use definition 2.1.11 with $n=2$.
Definition 6.1.4. Define $\mathcal{D}^{\uparrow \uparrow}=\mathcal{D}^{b}\left(\mathcal{A}^{\uparrow \uparrow}\right)$.
We will now provide the generalisation of the theory developed in sections 3 and - with regard to recollement - in 4. Where our starting point then was the natural split-up of $\mathcal{D}^{\uparrow}$ into two copies of $\mathcal{D}$ we can now repeat this
process in two different ways - either by considering three copies of $\mathcal{D}$ sitting in $\mathcal{D}^{\uparrow \uparrow}$ or by regarding $\mathcal{D}^{\uparrow \uparrow}$ as a composit of a copy of $\mathcal{D}$ and one of $\mathcal{D}^{\uparrow}$.

The first prospective is realised by the following definitions.
Definition 6.1.5. For an object $A \in \mathcal{D}$ and a morphism $f_{1} \in \mathcal{D}$, define embeddings $i_{1}^{\uparrow \uparrow}, i_{2}^{\uparrow \uparrow}, i_{3}^{\uparrow \uparrow}$ and $\Delta^{\uparrow \uparrow}$ as the (trivial) extensions of the functors that restricted to $\mathcal{A}$ fulfil the equations
1.

$$
\begin{array}{r}
i_{1}^{\uparrow \uparrow}: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow \uparrow} \\
i_{1}^{\uparrow}(A)=A \rightarrow 0 \rightarrow 0 \\
i_{1}^{\uparrow \uparrow}\left(f_{1}\right)=\left(f_{1}, 0,0\right),
\end{array}
$$

2. 

$$
\begin{array}{r}
i_{2}^{\uparrow \uparrow}: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow \uparrow} \\
i_{2}^{\uparrow \uparrow}(A)=0 \rightarrow A \rightarrow 0 \\
i_{2}^{\uparrow \uparrow}\left(f_{1}\right)=\left(0, f_{1}, 0\right),
\end{array}
$$

3. 

$$
\begin{array}{r}
i_{3}^{\uparrow \uparrow}: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow \uparrow} \\
i_{3}^{\uparrow \uparrow}(A)=0 \rightarrow 0 \rightarrow A \\
i_{3}^{\uparrow \uparrow}\left(f_{1}\right)=\left(0,0, f_{1}\right),
\end{array}
$$

4. 

$$
\begin{array}{r}
\Delta^{\uparrow \uparrow}: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow \uparrow} \\
\Delta^{\uparrow \uparrow}(A)=A \xrightarrow{\text { id }} A \xrightarrow{\text { id }} A \\
\Delta^{\uparrow \uparrow}\left(f_{1}\right)=\left(f_{1}, f_{1}, f_{1}\right) .
\end{array}
$$

Definition 6.1.6. Define projections $P_{1}^{\uparrow \uparrow}, P_{2}^{\uparrow \uparrow}$ and $P_{3}^{\uparrow \uparrow}$ as the (trivial) extensions of the functors that restricted to $\mathcal{A}^{\uparrow \uparrow}$ fulfil the equations
1.

$$
\begin{array}{r}
P_{1}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow \uparrow} \rightarrow \mathcal{D} \\
P_{1}^{\uparrow \uparrow}(A \rightarrow B \rightarrow C)=A \\
P_{1}^{\uparrow \uparrow}\left(f_{1}, f_{2}, f_{3}\right)=f_{1},
\end{array}
$$

2. 

$$
\begin{array}{r}
P_{2}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow \uparrow} \rightarrow \mathcal{D} \\
P_{2}^{\uparrow \uparrow}(A \rightarrow B \rightarrow C)=B \\
P_{2}^{\uparrow \uparrow}\left(f_{1}, f_{2}, f_{3}\right)=f_{2},
\end{array}
$$

3. 

$$
\begin{array}{r}
P_{3}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow \uparrow} \rightarrow \mathcal{D} \\
P_{3}^{\uparrow \uparrow}(A \rightarrow B \rightarrow C)=C \\
P_{3}^{\uparrow \uparrow}\left(f_{1}, f_{2}, f_{3}\right)=f_{3} .
\end{array}
$$

The second perspective, however, is captured by the next definition.
Definition 6.1.7. Define embeddings $i_{1,2}^{\uparrow}, i_{2,3}^{\uparrow \uparrow}, \Delta_{1}^{\uparrow \uparrow}$ and $\Delta_{2}^{\uparrow \uparrow}$ as the (trivial) extensions of the functors that restricted to $\mathcal{A}^{\uparrow}$ fulfil the equations
1.

$$
\begin{array}{r}
i_{1,2}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow} \rightarrow \mathcal{D}^{\uparrow \uparrow} \\
i_{1,2}^{\uparrow \uparrow}(A \rightarrow B)=A \rightarrow B \rightarrow 0 \\
i_{1,2}^{\uparrow \uparrow}\left(f_{1}, f_{2}\right)=\left(f_{1}, f_{2}, 0\right),
\end{array}
$$

2. 

$$
\begin{array}{r}
i_{2,3}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow} \rightarrow \mathcal{D}^{\uparrow \uparrow} \\
i_{2,3}^{\uparrow \uparrow}(A \rightarrow B)=0 \rightarrow A \rightarrow B \\
i_{2,3}^{\uparrow \uparrow}\left(f_{1}, f_{2}\right)=\left(0, f_{1}, f_{2}\right),
\end{array}
$$

3. 

$$
\begin{array}{r}
\Delta_{1}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow} \rightarrow \mathcal{D}^{\uparrow \uparrow} \\
\Delta_{1}^{\uparrow \uparrow}(A \rightarrow B)=A \xrightarrow{\text { id }} A \rightarrow B \\
\Delta_{1}^{\uparrow \uparrow}\left(f_{1}, f_{2}\right)=\left(f_{1}, f_{1}, f_{2}\right) .
\end{array}
$$

4. 

$$
\begin{array}{r}
\Delta_{2}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow} \rightarrow \mathcal{D}^{\uparrow \uparrow} \\
\Delta_{2}^{\uparrow \uparrow}(A \rightarrow B)=A \rightarrow B \xrightarrow{\text { id }} B \\
\Delta_{2}^{\uparrow \uparrow}\left(f_{1}\right)=\left(f_{1}, f_{2}, f_{2}\right) .
\end{array}
$$

At this point we can observe something awkward (which - in a more hidden form - already manifested itself in the definition of $\left.i_{2}^{\uparrow \uparrow}\right)$. This is that there is no functor $i_{1,3}^{\uparrow}$ as the zero in the middle causes information-loss in the object. We will instead define a new functor.

Definition 6.1.8. Define the embedding $j_{1,3}^{\uparrow \uparrow}$ as the (trivial) extension of the functor that restricted to $\mathcal{A}^{\uparrow}$ fulfils the equations

$$
\begin{array}{r}
j_{1,3}^{\uparrow \uparrow}: \mathcal{D} \rightarrow \mathcal{D}^{\uparrow \uparrow} \\
j_{1,3}^{\uparrow \uparrow}(A \rightarrow B)=A \rightarrow 0 \rightarrow B \\
i_{1,3}^{\uparrow \uparrow}\left(f_{1}, f_{2}\right)=\left(f_{1}, 0, f_{2}\right) .
\end{array}
$$

Remark 6.1.9. Note that $j_{1,3}^{\uparrow \uparrow}$ has potential significance for further studies however will not be used in the data provided in this subsection.

Definition 6.1.10. Define projections $P_{1,2}^{\uparrow \uparrow}, P_{1,3}^{\uparrow \uparrow}$ and $P_{2,3}^{\uparrow \uparrow}$ as the (trivial) extensions of the functors that restricted to $\mathcal{A}^{\uparrow \uparrow}$ fulfil the equations
1.

$$
\begin{array}{r}
P_{1,2}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow \uparrow} \rightarrow \mathcal{D}^{\uparrow} \\
P_{1,2}^{\uparrow \uparrow}(A \rightarrow B \rightarrow C)=A \rightarrow B \\
P_{1,2}^{\uparrow \uparrow}\left(f_{1}, f_{2}, f_{3}\right)=\left(f_{1}, f_{2}\right),
\end{array}
$$

2. 

$$
\begin{array}{r}
P_{1,3}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow \uparrow} \rightarrow \mathcal{D}^{\uparrow} \\
P_{1,3}^{\uparrow \uparrow}(A \rightarrow B \rightarrow C)=A \xrightarrow{A \rightarrow B \rightarrow C} C \\
P_{1,3}^{\uparrow \uparrow}\left(f_{1}, f_{2}, f_{3}\right)=\left(f_{1}, f_{3}\right),
\end{array}
$$

3. 

$$
\begin{array}{r}
P_{2,3}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow \uparrow} \rightarrow \mathcal{D}^{\uparrow} \\
P_{2,3}^{\uparrow \uparrow}(A \rightarrow B \rightarrow C)=B \rightarrow C \\
P_{2,3}^{\uparrow \uparrow}\left(f_{1}, f_{2}, f_{3}\right)=\left(f_{2}, f_{3}\right) .
\end{array}
$$

With these functors established we must answer the question what the analogy to the adjunction-chain $\mathbb{K}[1] \dashv i_{2} \dashv \rho_{2} \dashv \Delta \dashv \lambda_{1} \dashv i_{1} \dashv \mathbb{K}$ of functors between $\mathcal{D}$ and $\mathcal{D}^{\uparrow}$ is.

Theorem 6.1.11. There are chains of adjoint functors

1. between $\mathcal{D}$ and $\mathcal{D}^{\uparrow}$ :

$$
i_{3}^{\uparrow \uparrow} \dashv P_{3}^{\uparrow \uparrow} \dashv \Delta^{\uparrow \uparrow} \dashv P_{1}^{\uparrow \uparrow} \dashv i_{1}^{\uparrow \uparrow}
$$

2. and between $\mathcal{D}^{\uparrow}$ and $\mathcal{D}^{\uparrow}$ :

$$
i_{2,3}^{\uparrow \uparrow} \dashv P_{2,3}^{\uparrow \uparrow} \dashv \Delta_{1}^{\uparrow \uparrow} \dashv P_{1,3}^{\uparrow \uparrow} \dashv \Delta_{2}^{\uparrow \uparrow} \dashv P_{1,2}^{\uparrow \uparrow} \dashv i_{1,2}^{\uparrow \uparrow}
$$

Proof. In analogy to lemmas 3.2 .3 and 3.2 .4 we obtain the adjunctions in the abelian case. For example do we have

$$
\operatorname{Hom}_{\mathcal{D}}\left(P_{3}^{\uparrow \uparrow \mathcal{A}}(A \xrightarrow{d} B \xrightarrow{e} C), D\right) \xrightarrow{\sim} \operatorname{Hom}_{\mathcal{D} \uparrow \uparrow}\left(\left(A \xrightarrow{d} B \xrightarrow{e} C, \Delta^{\uparrow \uparrow \mathcal{A}}(D)\right)\right.
$$

given by $f \mapsto(f \circ e \circ d, f \circ e, f)$. Additionally we use the exactness of these functors obtained analogous to lemma 3.2.6.

We can achieve an extension of the chains provided in theorem 6.1.11 if we - once again - use the theory of Serre functors.

Lemma 6.1.12. If $\mathcal{D}$ has a Serre functor then so has $\mathcal{D}^{\uparrow \uparrow}$.
Proof. Similar to proposition 3.2 .22 we can see that $\mathcal{D}^{\uparrow}=\left\langle i_{1,2}^{\uparrow}(\mathcal{D}), i_{3}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right\rangle$. In analogy to lemma 4.2.12, we now observe that

$$
i_{1,2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)=i_{3}^{\uparrow \uparrow}(\mathcal{D})^{\perp}=\operatorname{im}\left(i_{3}\right)^{\perp}=\operatorname{ker}\left(P_{3}^{\uparrow \uparrow}\right)=^{\perp} \operatorname{im}\left(\Delta^{\uparrow \uparrow}\right)=^{\perp}\left(\Delta^{\uparrow \uparrow}(\mathcal{D})\right) .
$$

Via the admissibility of $\Delta^{\uparrow \uparrow}(\mathcal{D})$ granted by $P_{3}^{\uparrow \uparrow} \dashv \Delta^{\uparrow \uparrow} \dashv P_{1}^{\uparrow \uparrow}$ in combination with lemma 4.2.1, we also obtain $i_{1,2}^{\uparrow}\left(\mathcal{D}^{\uparrow}\right)^{\perp}=\Delta^{\uparrow \uparrow}(\mathcal{D})$ and can therefore proceed analogously to lemma 4.2 .16 to see that $i_{1,2}^{\uparrow}\left(\mathcal{D}^{\uparrow}\right)$ is admissible. We then repeat this argument with regard to $i_{3}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)$ using that

$$
i_{3}^{\uparrow \uparrow}(\mathcal{D})={ }^{\perp} i_{1,2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)={ }^{\perp} \operatorname{im}\left(i_{1,2}^{\uparrow \uparrow}\right)=\operatorname{ker}\left(P_{1,2}^{\uparrow \uparrow}\right)=\operatorname{im}\left(\Delta_{2}^{\uparrow \uparrow}\right)^{\perp}=\Delta_{2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)^{\perp}
$$

Hence, the result is obtained by theorem A.1.15.
We can therefore extend theorem 6.1.11 and define new functors.
Lemma 6.1.13. If $\mathcal{D}$ has a Serre-functor, we obtain adjunctions

1. between $\mathcal{D}$ and $\mathcal{D}^{\uparrow}$ :

$$
\mathbb{K} P_{2,3}^{\uparrow \uparrow}[1] \dashv i_{3}^{\uparrow \uparrow} \dashv P_{3}^{\uparrow \uparrow} \dashv \Delta^{\uparrow \uparrow} \dashv P_{1}^{\uparrow \uparrow} \dashv i_{1}^{\uparrow \uparrow} \dashv \mathbb{K} P_{1,2}^{\uparrow \uparrow} \dashv i_{2}^{\uparrow \uparrow}[1] \dashv \mathbb{K} P_{2,3}^{\uparrow \uparrow}[-1]
$$

2. between $\mathcal{D}^{\uparrow}$ and $\mathcal{D}^{\uparrow \uparrow}$ :

$$
\mathbb{K}_{2}^{\uparrow \uparrow}[1] \dashv i_{2,3}^{\uparrow \uparrow} \dashv P_{2,3}^{\uparrow \uparrow} \dashv \Delta_{1}^{\uparrow \uparrow} \dashv P_{1,3}^{\uparrow \uparrow} \dashv \Delta_{2}^{\uparrow \uparrow} \dashv P_{1,2}^{\uparrow \uparrow} \dashv i_{1,2}^{\uparrow \uparrow} \dashv \mathbb{K}_{1}^{\uparrow \uparrow}
$$

where $\mathbb{K}_{1}^{\uparrow \uparrow}$ and $\mathbb{K}_{2}^{\uparrow \uparrow}$ are given via the Serre-functor as $\mathbb{K}_{1}^{\uparrow \uparrow}=S_{\mathcal{D}^{\uparrow}} \circ P_{1,2}^{\uparrow \uparrow} \circ S_{\mathcal{D} \uparrow \uparrow}^{-1}$ and $\mathbb{K}_{2}^{\uparrow \uparrow}=S_{\mathcal{D}^{\uparrow}}^{-1} \circ P_{2,3}^{\uparrow \uparrow}[-1] \circ S_{\mathcal{D} \uparrow \uparrow}$.

Proof. To see how the adjunction $\mathbb{K} P_{2,3}^{\uparrow \uparrow}[1] \dashv i_{3}^{\uparrow \uparrow}$ and the chain of adjunctions of functors $i_{1}^{\uparrow \uparrow} \dashv \mathbb{K} P_{1,2}^{\uparrow \uparrow} \dashv i_{2}^{\uparrow \uparrow}[1] \dashv \mathbb{K} P_{2,3}^{\uparrow \uparrow}[-1]$ are obtained we will demonstrate in the case of $\mathbb{K} P_{1,2}^{\uparrow \uparrow} \dashv i_{2}^{\uparrow}[1]$. We have

$$
\begin{array}{r}
\operatorname{Hom}_{\mathcal{D}}\left(\mathbb{K} P_{1,2}^{\uparrow \uparrow}(X), Y\right)=\operatorname{Hom}_{\mathcal{D}^{\uparrow}}\left(P_{1,2}^{\uparrow \uparrow}(X), i_{2}[1](Y)\right)= \\
\operatorname{Hom}_{\mathcal{D} \uparrow \uparrow}\left(X, i_{1,2}^{\uparrow \uparrow}\left(i_{2}[1](Y)\right)\right)=\operatorname{Hom}_{\mathcal{D}^{\uparrow \uparrow}}\left(X, i_{2}^{\uparrow \uparrow}[1](Y)\right)
\end{array}
$$

where $X \in \mathcal{D}^{\uparrow \uparrow}$ and $Y \in \mathcal{D}$.
We obtain $\mathbb{K}_{1}^{\uparrow \uparrow}$ and $\mathbb{K}_{2}^{\uparrow \uparrow}$ by theorem A.1.16.
Lemma 6.1.14. There are exact triangles

$$
\begin{gathered}
i_{2,3}^{\uparrow \uparrow} P_{2,3}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow i_{1}^{\uparrow \uparrow} P_{1}^{\uparrow \uparrow}(X) \xrightarrow{+} \\
i_{1}^{\uparrow \uparrow} \mathbb{K} P_{1,2}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow \Delta_{1}^{\uparrow \uparrow} P_{2,3}^{\uparrow \uparrow}(X) \xrightarrow{+} \\
\Delta_{1}^{\uparrow \uparrow} P_{1,3}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow i_{2}^{\uparrow \uparrow} \mathbb{K} P_{1,2}^{\uparrow \uparrow}(X)[1] \xrightarrow{+} \\
i_{2}^{\uparrow \uparrow} \mathbb{K} P_{2,3}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow \Delta_{2}^{\uparrow \uparrow} P_{1,3}^{\uparrow \uparrow}(X) \xrightarrow{+} \\
\Delta_{2}^{\uparrow \uparrow} P_{1,2}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow i_{3}^{\uparrow \uparrow} \mathbb{K} P_{2,3}^{\uparrow \uparrow}(X)[1] \xrightarrow{+} \\
i_{3}^{\uparrow \uparrow} P_{3}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow i_{1,2}^{\uparrow \uparrow} P_{1,2}^{\uparrow \uparrow}(X) \xrightarrow{+} \\
i_{1,2}^{\uparrow \uparrow} \mathbb{K}_{1}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow \Delta^{\uparrow \uparrow} P_{3}^{\uparrow \uparrow}(X) \xrightarrow{+} \\
\Delta^{\uparrow \uparrow} P_{1}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow i_{2,3}^{\uparrow \uparrow} \mathbb{K}_{2}^{\uparrow \uparrow}(X)[1] \xrightarrow{+}
\end{gathered}
$$

in $\mathcal{D}^{\uparrow \uparrow}$.
Proof. For the exact triangles that include the functors $\mathbb{K}_{1}^{\uparrow \uparrow}, \mathbb{K}_{2}^{\uparrow \uparrow}$, we obtain the result similar (and generalising it) to lemma 4.2.26. In the cases of the exact sequences where $\mathbb{K}$ is involved we deduce the existence of the exact triangle from $\mathcal{D}^{\uparrow}$. For instance is the triangle

$$
i_{1}^{\uparrow \uparrow} \mathbb{K} P_{1,2}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow \Delta_{1}^{\uparrow \uparrow} P_{2,3}^{\uparrow \uparrow}(X) \xrightarrow{+}
$$

with $X=\left(X_{1} \rightarrow X_{2} \rightarrow X_{3}\right)$ provided by

$$
i_{1}\left(\mathbb{K}\left(X_{1} \rightarrow X_{2}\right)\right) \rightarrow\left(X_{1} \rightarrow X_{2}\right) \rightarrow \Delta\left(X_{2}\right) \xrightarrow{+}
$$

since

$$
\begin{array}{r}
\quad P_{1,2}^{\uparrow \uparrow}\left(i_{1}^{\uparrow \uparrow} \mathbb{K} P_{1,2}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow \Delta_{1}^{\uparrow \uparrow} P_{2,3}^{\uparrow \uparrow}(X) \xrightarrow{+}\right) \\
=i_{1}\left(\mathbb{K}\left(X_{1} \rightarrow X_{2}\right)\right) \rightarrow\left(X_{1} \rightarrow X_{2}\right) \rightarrow \Delta\left(X_{2}\right) \xrightarrow{+},
\end{array}
$$

as illustrated by


The exact triangles

$$
i_{2,3}^{\uparrow \uparrow} P_{2,3}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow i_{1}^{\uparrow \uparrow} P_{1}^{\uparrow \uparrow}(X) \xrightarrow{+} \text { and } i_{3}^{\uparrow \uparrow} P_{3}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow i_{1,2}^{\uparrow \uparrow} P_{1,2}^{\uparrow \uparrow}(X) \xrightarrow{+}
$$

finally, are already short exact sequences in $\mathcal{C}\left(\mathcal{A}^{\uparrow \uparrow}\right)$.

Remark 6.1.15. Lemma 6.1.14 also allows us to provide a less abstract description of the functors $\mathbb{K}_{1}^{\uparrow \uparrow}, \mathbb{K}_{2}^{\uparrow \uparrow}: \mathcal{D}^{\uparrow \uparrow} \rightarrow \mathcal{D}^{\uparrow}$. To understand $\mathbb{K}_{1}^{\uparrow \uparrow}$ we consider the exact triangle

$$
i_{1,2}^{\uparrow \uparrow} \mathbb{K}_{1}^{\uparrow \uparrow}(X) \rightarrow X \xrightarrow{\xi} \Delta^{\uparrow \uparrow} P_{3}^{\uparrow \uparrow}(X) \xrightarrow{+}
$$

for $X=\left(X_{1} \xrightarrow{f} X_{2} \xrightarrow{g} X_{3}\right)$. The morphism $\xi$ is then given by the chain map


This yields the description of the functor's action on objects as $\mathbb{K}_{1}^{\uparrow}(X) \cong$ Cone $(g \circ f)[-1] \rightarrow$ Cone $(g)[-1]$.

To understand $\mathbb{K}_{2}^{\uparrow \uparrow}$ we consider the exact triangle

$$
\Delta^{\uparrow \uparrow} P_{1}^{\uparrow \uparrow}(X) \rightarrow X \rightarrow i_{2,3}^{\uparrow \uparrow} \mathbb{K}_{2}^{\uparrow \uparrow}(X)[1] \xrightarrow{+}
$$

for $X=\left(X_{1} \xrightarrow{f} X_{2} \xrightarrow{g} X_{3}\right)$. Similar to the case of $\mathbb{K}_{1}^{\uparrow \uparrow}$, that we have just investigated, this yields the description of the functors action on objects as $\mathbb{K}_{2}^{\uparrow}(X) \cong \operatorname{Cone}(f)[-1] \rightarrow \operatorname{Cone}(g \circ f)[-1]$. Another way to see this is by considering the following identities on the functors that we introduced.

$$
\begin{array}{r}
\lambda_{1} \circ \mathbb{K}_{2}^{\uparrow \uparrow}=\mathbb{K} \circ P_{1,2}^{\uparrow}, \rho_{2} \circ \mathbb{K}_{2}^{\uparrow \uparrow}=\mathbb{K} \circ P_{1,3}^{\uparrow \uparrow}, \mathbb{K} \circ \mathbb{K}_{2}^{\uparrow \uparrow}=\mathbb{K} \circ P_{2,3}^{\uparrow \uparrow}[-1], \\
\lambda_{1} \circ \mathbb{K}_{1}^{\uparrow \uparrow}=\mathbb{K} \circ P_{1,3}^{\uparrow \uparrow}, \rho_{2} \circ \mathbb{K}_{1}^{\uparrow \uparrow}=\mathbb{K} \circ P_{2,3}^{\uparrow}, \mathbb{K} \circ \mathbb{K}_{1}^{\uparrow \uparrow}=\mathbb{K} \circ P_{1,2}^{\uparrow \uparrow} \tag{6.1}
\end{array}
$$

The following lemma shows that we obtain a "circle" of semiorthogonal decompositions like we did in the situation of $\mathcal{D}^{\uparrow}$.

Lemma 6.1.16. We obtain semiorthogonal decompositions

1. $\left\langle i_{1}^{\uparrow}(\mathcal{D}), i_{2,3}^{\uparrow}\left(\mathcal{D}^{\uparrow}\right)\right\rangle$
2. $\left\langle i_{2,3}^{\uparrow}\left(\mathcal{D}^{\uparrow}\right), \Delta^{\uparrow \uparrow}(\mathcal{D})\right\rangle$
3. $\left\langle\Delta^{\uparrow \uparrow}(\mathcal{D}), i_{1,2}^{\uparrow}\left(\mathcal{D}^{\uparrow}\right)\right\rangle$
4. $\left\langle i_{1,2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right), i_{3}^{\uparrow \uparrow}(\mathcal{D})\right\rangle$
5. $\left\langle i_{3}^{\uparrow \uparrow}(\mathcal{D}), \Delta_{2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right\rangle$
6. $\left\langle\Delta_{2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right), i_{2}^{\uparrow \uparrow}(\mathcal{D})\right\rangle$
7. $\left\langle i_{2}^{\uparrow \uparrow}(\mathcal{D}), \Delta_{1}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right\rangle$
8. $\left\langle\Delta_{1}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right), i_{1}^{\uparrow \uparrow}(\mathcal{D})\right\rangle$
on $\mathcal{D}^{\uparrow \uparrow}$.

Proof. We obtain the necessary exact triangles from lemma 6.1.14. The vanishing of the homomorphisms can be deduced in a very similar manner to that in which it was done for $\mathcal{D}^{\uparrow}$. Consider, for example, $A \in \mathcal{D}^{\uparrow}$ and $B \in \mathcal{D}$. By lemma 6.1.13 we obtain

$$
\operatorname{Hom}_{\mathcal{D} \uparrow \uparrow}\left(i_{2,3}^{\uparrow \uparrow}(A), i_{1}^{\uparrow \uparrow}(B)\right)=\operatorname{Hom}_{\mathcal{D} \uparrow}\left(A, P_{2,3}^{\uparrow \uparrow}\left(i_{1}^{\uparrow \uparrow}(B)\right)\right)=\operatorname{Hom}_{\mathcal{D} \uparrow}(A, 0)=0
$$

We sum up this subsection by stating the relation between gluing- and recollement-data on $\mathcal{D}^{\uparrow \uparrow}$ with regard to the semiorthogonal decompositions we have found.

Remark 6.1.17. Note that via the new style functor $j_{1,3}^{\uparrow \uparrow}$ it is possible to compute two more semiorthogonal decompositions, these are

$$
\left\langle\Delta_{1,2}^{\uparrow \uparrow}(\mathcal{D}), j_{1,3}^{\uparrow \uparrow}(\mathcal{D} \times \mathcal{D})\right\rangle
$$

and

$$
\left\langle j_{1,3}^{\uparrow \uparrow}(\mathcal{D} \times \mathcal{D}), \Delta_{2,3}^{\uparrow \uparrow}(\mathcal{D})\right\rangle
$$

with $\Delta_{1,2}^{\uparrow \uparrow}$ and $\Delta_{2,3}^{\uparrow \uparrow}$ to be defined in remark 6.1.20.

Corollary 6.1.18. If $\mathcal{D}$ has a Serre-functor, CP-gluing-data on $\mathcal{D}^{\uparrow \uparrow}$ given by a semiorthogonal decomposition of the kind provided in lemma 6.1.16 extends
to recollement-data. The corresponding recollement-datas are:

$$
\begin{array}{r}
\left.\underline{I}: \mathcal{Y}=i_{1}^{\uparrow \uparrow}(\mathcal{D}) ; \mathcal{X}=i_{2,3}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right) ; i^{*}=P_{1}^{\uparrow \uparrow}, i_{*}=i_{!}=i_{1}^{\uparrow \uparrow}, \\
i^{!}=\mathbb{K} \circ P_{1,2}^{\uparrow}, j_{!}=i_{2,3}^{\uparrow \uparrow}, j^{*}=j^{!}=P_{2,3}^{\uparrow \uparrow}, j_{*}=\Delta_{1}^{\uparrow \uparrow} \\
\left.\underline{I I}: \mathcal{Y}=i_{2,3}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right) ; \mathcal{X}=\Delta^{\uparrow \uparrow}(\mathcal{D})\right) ; i^{*}=\mathbb{K}_{2}^{\uparrow \uparrow}[1], i_{*}=i_{!}=i_{2,3}^{\uparrow \uparrow}, \\
i^{!}=P_{2,3}^{\uparrow \uparrow}, j_{!}=\Delta^{\uparrow \uparrow}, j^{*}=j^{!}=P_{1}^{\uparrow \uparrow}, j_{*}=i_{1}^{\uparrow \uparrow} \\
\left.\underline{I I I}: \mathcal{Y}=\Delta^{\uparrow \uparrow}(\mathcal{D}) ; \mathcal{X}=i_{1,2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right) ; i^{*}=P_{3}^{\uparrow \uparrow}, i_{*}=i_{!}=\Delta^{\uparrow \uparrow}, \\
i^{!}=P_{1}^{\uparrow \uparrow}, j_{!}=i_{1,2}^{\uparrow \uparrow}, j^{*}=j^{!}=\mathbb{K}_{1}^{\uparrow \uparrow}, j_{*}=S_{\mathcal{D} \uparrow \uparrow} \circ i_{1,2}^{\uparrow \uparrow} \circ S_{\mathcal{D}^{\uparrow}} \\
\left.\underline{V}: \mathcal{Y}=i_{3}^{\uparrow \uparrow}(\mathcal{D}) ; \mathcal{X}=\Delta_{2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right) ; i^{*}=\mathbb{K} \circ P_{2,3}^{\uparrow \uparrow}[1], i_{*}=i_{!}=i_{3}^{\uparrow \uparrow}, \\
i^{!}=P_{3}^{\uparrow \uparrow}, j!=\Delta_{2}^{\uparrow \uparrow}, j^{*}=j^{!}=P_{1,2}^{\uparrow \uparrow}, j_{*}=i_{1,2}^{\uparrow \uparrow} \\
\left.\underline{I V}: \mathcal{Y}=i_{1,2}^{\uparrow \uparrow}(\mathcal{D}) ; \mathcal{X}=i_{3}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right) ; i^{*}=P_{1,2}^{\uparrow \uparrow}, i_{*}=i_{!}=i_{1,2}^{\uparrow \uparrow},  \tag{6.2}\\
i^{!}=\mathbb{K}_{1}^{\uparrow \uparrow}, j!=i_{3}^{\uparrow \uparrow}, j^{*}=j^{!}=P_{3}^{\uparrow \uparrow}, j_{*}=\Delta^{\uparrow \uparrow} \\
\left.\underline{V I}: \mathcal{Y}=\Delta_{2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right) ; \mathcal{X}=i_{2}^{\uparrow \uparrow}(\mathcal{D})\right) ; i^{*}=P_{1,3}^{\uparrow \uparrow}, i_{*}=i_{!}=\Delta_{2}^{\uparrow \uparrow}, \\
i^{!}=P_{1,2}^{\uparrow \uparrow}, j_{!}=i_{2},{ }^{\uparrow \uparrow}, j^{*}=j^{!}=\mathbb{K} \circ P_{2,3}^{\uparrow \uparrow}[-1], j_{*}=i_{3}^{\uparrow \uparrow}[2] \\
\left.\underline{V I I}: \mathcal{Y}=i_{2}^{\uparrow \uparrow}(\mathcal{D}) ; \mathcal{X}=\Delta_{1}^{\uparrow}\left(\mathcal{D}^{\uparrow}\right)\right) ; i^{*}=\mathbb{K} \circ P_{1,2}^{\uparrow \uparrow}[-1], i_{*}=i_{!}=i_{2}^{\uparrow \uparrow}, \\
i^{!}=\mathbb{K} \circ P_{2,3}^{\uparrow \uparrow}, j!=\Delta_{1}^{\uparrow \uparrow}, j^{*}=j^{!}=P_{1,3}^{\uparrow \uparrow}, j_{*}=\Delta_{2}^{\uparrow \uparrow} \\
\left.\underline{V I I I}: \mathcal{Y}=\Delta_{1}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right) ; \mathcal{X}=i_{1}^{\uparrow \uparrow}(\mathcal{D})\right) ; i^{*}=P_{2,3}^{\uparrow \uparrow}, i_{*}=i_{!}=\Delta_{1}^{\uparrow \uparrow}, \\
i^{!}=P_{1,3}^{\uparrow \uparrow}, j_{!}=i_{1}^{\uparrow \uparrow}, j^{*}=j^{!}=\mathbb{K} \circ P_{1,2}^{\uparrow \uparrow}, j_{*}=i_{2}^{\uparrow \uparrow}[1]
\end{array}
$$

resulting in $t$-structures:

$$
\begin{array}{r}
\underline{I}: \mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid P_{2,3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\leq 0}, P_{1}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\leq 0}\right\}, \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid P_{2,3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\geq 1}, \mathbb{K} \circ P_{1,2}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\geq 1}\right\} \\
\underline{I I}: \mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\leq 0}, \mathbb{K}_{2}^{\uparrow \uparrow}[1](Z) \in \mathcal{D}_{2}^{\leq 0}\right\}, \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\geq 1}, \mathbb{K} \circ P_{2,3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\geq 1}\right\} \\
\underline{I I I}: \mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}_{1}^{\uparrow \uparrow} \in \mathcal{D}_{1}^{\leq 0}, P_{3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\leq 0}\right\}, \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}_{1}^{\uparrow \uparrow} \in \mathcal{D}_{1}^{\geq 1}, P_{1}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\geq 1}\right\} \\
\underline{V}: \mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1,2}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\leq 0}, \mathbb{K} \circ P_{2,3}^{\uparrow \uparrow}[1](Z) \in \mathcal{D}_{2}^{\leq 0}\right\}, \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1,2}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\geq 1}, P_{3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\geq 1}\right\} \\
\underline{I V I}: \mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\leq 0}, P_{1,2}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\leq 0}\right\},  \tag{6.3}\\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\geq 1}, \mathbb{K}_{1}^{\uparrow \uparrow} \in \mathcal{D}_{1}^{\geq 1}\right\} \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K} \circ P_{2,3}^{\uparrow \uparrow}[1](Z) \in \mathcal{D}_{2}^{\leq 0}, P_{1,3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\leq 0}\right\}, \\
\left.\underline{V I I}: \mathcal{D}^{\lfloor\uparrow} \mid \mathbb{K} \circ P_{2,3}^{\uparrow \uparrow}[1](Z) \in \mathcal{D}_{2}^{\geq 1}, P_{1,2}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\geq 1}\right\} \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow}\left|P_{1,3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\leq 0}, \mathbb{K} \circ P_{1,2}^{\uparrow \uparrow}[-1](Z) \in \mathcal{D}_{2}^{\leq \uparrow}\right| P_{1,3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\geq 1}, \mathbb{K} \circ P_{2,3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\geq 1}\right\} \\
\underline{V I I I}: \mathcal{D}^{\leq 0}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K} \circ P_{1,2}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\leq 0}, P_{2,3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\leq 0}\right\}, \\
\mathcal{D}^{\geq 1}=\left\{Z \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K} \circ P_{1,2}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{2}^{\geq 1}, \mathbb{K} \circ P_{1,3}^{\uparrow \uparrow}(Z) \in \mathcal{D}_{1}^{\geq 1}\right\}
\end{array}
$$

where $\left(\mathcal{D}_{1}^{\leq 0}, \mathcal{D}_{1}^{\geq 1}\right)$ is a $t$-structure on $\mathcal{D}^{\uparrow}$ and $\left(\mathcal{D}_{2}^{\leq 0}, \mathcal{D}_{2}^{\geq 1}\right)$ is a $t$-structure on D.

Proof. On the bases of theorem 6.1.12 this follows mostly from lemma 6.1.13 and lemma 6.1.14.

In order to find stability conditions we will now investigate the criterion for hearts of the previously constructed t-structures on $\mathcal{D}^{\uparrow \uparrow}$ to be CP-glued.

Lemma 6.1.19. For hearts of bounded $t$-structures $H_{1}=\mathcal{P}_{\mu}(\alpha, \alpha+1], H_{2}=$ $\mathcal{P}_{\mu}(\beta, \beta+1], H_{3}=\mathcal{P}_{\mu}(\gamma, \gamma+1]$ on $\mathcal{D}$, we obtain hearts of $t$-structures

1. If $\alpha \geq \beta \geq \gamma$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, \lambda_{1}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \rho_{2}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\},
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
2. If $\alpha \geq \gamma+1, \beta \geq \gamma+1$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}[1]\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \lambda_{1}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
3. If $\alpha \geq \beta \geq \gamma+1$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, \rho_{2}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\},
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
4. If $\alpha \geq \beta \geq \gamma+1$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{1}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\},
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
5. If $\alpha \geq \beta+1 \geq \gamma+2$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}[1](X)\right) \in H_{1}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
6. If $\alpha \geq \beta+1 \geq \gamma+1$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}[1](X)\right) \in H_{1}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
7. If $\alpha \geq \beta+1 \geq \gamma+1$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
8. If $\alpha \geq \beta \geq \gamma+1$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}[1]\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$ is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.

9. If $\alpha \geq \beta+1 \geq \gamma+2$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
10. If $\alpha \geq \beta+1 \geq \gamma+1$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}[1]\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{1}, \lambda_{1}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, P_{3}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
11. If $\alpha \geq \beta+1, \alpha \geq \gamma$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \rho_{2}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{1}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, P_{3}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
12. If $\alpha \geq \beta+1 \geq \gamma+2$ then

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K} P_{2,3}^{\uparrow \uparrow}[1](X) \in H_{1}, \rho_{2}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\},
$$

is a heart of a bounded t-structure on $\mathcal{D}^{\uparrow \uparrow}$ obtained by CP-gluing.
Proof. This uses arguments analogous to those needed to prove corollary 3.2.31, one uses lemma 3.1.5 and the key is the vanishing of the homomorphisms. The condition on $\alpha, \beta$ and $\gamma$ guarantees that the heart $H_{(i, j)}$ is obtained by CP-gluing on $\mathcal{D}^{\uparrow}$ in the first place. Let $H_{(i, j)}$ be the heart of the t-structure obtained by recollement from t-structures with hearts $H_{i}, H_{j}$, where $(i, j) \in\{(1,2),(2,3)\}$ on $\mathcal{D}^{\uparrow}$. In other words, $H_{i j}$ is defined as either

- $H_{i j}=\left\{E \in \mathcal{D}^{\uparrow} \mid \lambda_{1}(E) \in H_{i}, \rho_{2}(E) \in \mathcal{H}_{j}\right\}$, or
- $H_{i j}=\left\{E \in \mathcal{D}^{\uparrow} \mid \mathbb{K}[1](E) \in H_{i}, \lambda_{1}(E) \in H_{j}\right\}$, or
- $H_{i j}=\left\{E \in \mathcal{D}^{\uparrow} \mid \rho_{2}(E) \in \mathcal{H}_{i}, \mathbb{K}(E) \in H_{j}\right\}$.

For the semiorthogonal decomposition

1. $\left\langle i_{1}^{\uparrow \uparrow}(\mathcal{D}), i_{2,3}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right\rangle$ we obtain that the heart of the corresponding recollement t-structure if obtained by gluing has the form

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, P_{2,3}^{\uparrow \uparrow}(X) \in H_{(2,3)}\right\}
$$

2. $\left\langle i_{2,3}^{\uparrow}\left(\mathcal{D}^{\uparrow}\right), \Delta^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ we obtain that the heart of the corresponding recollement t -structure if obtained by gluing has the form

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}_{2}^{\uparrow \uparrow}[1](X) \in H_{(1,2)}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

3. $\left\langle\Delta^{\uparrow \uparrow}(\mathcal{D}), i_{1,2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right\rangle$ we obtain that the heart of the corresponding recollement t -structure if obtained by gluing has the form

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}_{1}^{\uparrow \uparrow}(X) \in H_{(2,3)}\right\}
$$

4. $\left\langle i_{1,2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right), i_{3}^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ we obtain that the heart of the corresponding recollement t-structure if obtained by gluing has the form

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1,2}^{\uparrow \uparrow}(X) \in H_{(1,2)}, P_{3}^{\uparrow \uparrow}(X) \in H_{3}\right\},
$$

5. $\left\langle i_{3}^{\uparrow \uparrow}(\mathcal{D}), \Delta_{2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right\rangle$ we obtain that the heart of the corresponding recollement t -structure if obtained by gluing has the form

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K} P_{2,3}^{\uparrow \uparrow}[1](X) \in H_{1}, P_{1,2}^{\uparrow \uparrow}(X) \in H_{(2,3)}\right\},
$$

6. $\left\langle\Delta_{2}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right), i_{2}^{\uparrow}(\mathcal{D})\right\rangle$ we obtain that the heart of the corresponding recollement t -structure if obtained by gluing has the form

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1,3}^{\uparrow \uparrow}(X) \in H_{(1,2)}, \mathbb{K} P_{2,3}^{\uparrow \uparrow}(X) \in H_{3}\right\},
$$

7. $\left\langle i_{2}^{\uparrow}(\mathcal{D}), \Delta_{1}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right\rangle$ we obtain that the heart of the corresponding recollement $t$-structure if obtained by gluing has the form

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K} P_{1,2}^{\uparrow \uparrow}[-1](X) \in H_{1}, P_{1,3}^{\uparrow \uparrow}(X) \in H_{(2,3)}\right\}
$$

8. $\left\langle\Delta_{1}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right), i_{1}^{\uparrow}(\mathcal{D})\right\rangle$ we obtain that the heart of the corresponding recollement t -structure if obtained by gluing has the form

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{(2,3)}^{\uparrow \uparrow}(X) \in H_{(1,2)}, \mathbb{K} P_{1,2}^{\uparrow \uparrow}(X) \in H_{3}\right\} .
$$

To see that the vanishing-condition regarding the homomorphisms holds take - for example - the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, \lambda_{1}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \rho_{2}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\},
$$

that, if $\alpha \geq \beta$, is obtained by CP-gluing via the semiorthogonal decomposition $\left\langle i_{1}^{\uparrow \uparrow}(\mathcal{D}), i_{2,3}^{\uparrow \uparrow}\left(\mathcal{D}^{\uparrow}\right)\right\rangle$. By lemma 3.1.5. we have to prove

$$
\begin{equation*}
\operatorname{Hom}^{\leq 0}\left(i_{1}^{\uparrow \uparrow}(X), i_{2,3}^{\uparrow \uparrow}(Y)\right)=0 \tag{6.4}
\end{equation*}
$$

for any $X \in H_{1}$ and $Y \in H_{(2,3)}$. Consider the exact triangle

$$
i_{2}\left(\rho_{2}(Y)\right) \rightarrow Y \rightarrow i_{1}\left(\lambda_{1}(Y)\right) \xrightarrow{+} .
$$

Now $\alpha \geq \beta$ ensures

$$
\operatorname{Hom}^{\leq 0}\left(i_{1}^{\uparrow \uparrow}(X), i_{2,3}^{\uparrow \uparrow}\left(i_{2}\left(\rho_{2}(Y)\right)\right)\right)=0
$$

as well as

$$
\operatorname{Hom}^{\leq 0}\left(i_{1}^{\uparrow \uparrow}(X), i_{2,3}^{\uparrow \uparrow}\left(i_{1}\left(\lambda_{1}(Y)\right)\right)\right)=0
$$

and hence (6.4) holds.
The 8 types of hearts above for $H_{(i, j)}$ result in 24 types of hearts of tstructures in total as there are three ways of gluing $H_{(i, j)}$. However, 12 of the types of hearts that we obtain turn out to be simple re-writes of others denoting by $x . y$ the type of heart glued via the semiorthogonal decomposition number $x$ on $\mathcal{D}^{\uparrow \uparrow}$ (in the order in which they appear in the lemma) and the semiorthogonal decomposition number $y$ on $\mathcal{D}^{\uparrow}\left(\right.$ for $\left.\left(\mathcal{D}_{y}, \mathcal{D}_{y}^{\perp}\right)\right)$ via which $H_{(i, j)}$ is glued, we obtain

$$
\begin{aligned}
& 1.1=4.1 \\
& 1.2=5.1 \\
& 1.3=6.1 \\
& 2.1=7.2 \\
& 2.2=5.2 \\
& 2.3=6.2 \\
& 3.1=6.3 \\
& 3.2=7.3 \\
& 3.3=8.3 \\
& 4.2=7.1 \\
& 4.3=8.1 \\
& 5.3=8.2
\end{aligned}
$$

such that we are indeed left with the 12 types of hearts of t -structures described - however in the cases of 5.1, 6.2, 7.3 and 8.1 the hearts $H_{1}, H_{2}$ and $H_{3}$ are in a different order and hence suitable adjustments to the inequalities on $\alpha, \beta$ and $\gamma$ have to be made.

Additionally, note that using the identities (6.1) of remark 6.1.15 on some of the (less convenient) functors we have

$$
\begin{aligned}
&\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{1}, \rho_{2}\left(\mathbb{K}_{2}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\} \\
&=\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{1}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}, \\
&\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}[1](X)\right) \in H_{1}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\} \\
&=\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}[1]\left(\mathbb{K}_{2}^{\uparrow \uparrow}[1](X)\right) \in H_{1}, \lambda_{1}\left(\mathbb{K}_{2}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}, \\
&\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}[1](X)\right) \in H_{1}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}, \\
&=\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \rho_{2}\left(\mathbb{K}_{2}^{\uparrow \uparrow}[1](X)\right) \in H_{1}, \mathbb{K}\left(\mathbb{K}_{2}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}, \\
&\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}, \\
&=\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \lambda_{1}\left(\mathbb{K}_{1}^{\uparrow \uparrow}(X)\right) \in H_{2}, \rho_{2}\left(\mathbb{K}_{1}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}, \\
&=\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}[1]\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}, \\
&=\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}[1]\left(\mathbb{K}_{1}^{\uparrow \uparrow}(X)\right) \in H_{2}, \lambda_{1}\left(\mathbb{K}_{1}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}, \\
&\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}, \\
&\left\{X, P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathscr{K}_{2}\left(\mathbb{K}_{1}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(\mathbb{K}_{1}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\} .
\end{aligned}
$$

Remark 6.1.20. The semiorthogonal decompositions with three embedded subcategories used to directly obtain the hearts of lemma 6.1.19 (triggering remark 2.1.7) are

1. $\left\langle i_{1}^{\uparrow \uparrow}(\mathcal{D}),\left\langle i_{2}^{\uparrow \uparrow}(\mathcal{D}), i_{3}^{\uparrow \uparrow}(\mathcal{D})\right\rangle\right.$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, \lambda_{1}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \rho_{2}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\},
$$

2. $\left\langle i_{1}^{\uparrow \uparrow}(\mathcal{D}), i_{3}^{\uparrow \uparrow}(\mathcal{D}), \Delta_{2,3}^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}[1]\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \lambda_{1}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

3. $\left\langle i_{1}^{\uparrow \uparrow}(\mathcal{D}), \Delta_{2,3}^{\uparrow \uparrow}(\mathcal{D}), i_{2}^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, \rho_{2}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

4. $\left\langle i_{2}^{\uparrow \uparrow}(\mathcal{D}), i_{3}^{\uparrow \uparrow}(\mathcal{D}), \Delta^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{1,2}^{\uparrow}(X)\right) \in H_{1}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

5. $\left\langle i_{3}^{\uparrow \uparrow}(\mathcal{D}), \Delta_{2,3}^{\uparrow \uparrow}(\mathcal{D}), \Delta^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}[1](X)\right) \in H_{1}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

6. $\left\langle\Delta_{2,3}^{\uparrow \uparrow}(\mathcal{D}), i_{2}^{\uparrow \uparrow}(\mathcal{D}), \Delta^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}[1](X)\right) \in H_{1}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

7. $\left\langle\Delta^{\uparrow \uparrow}(\mathcal{D}), i_{1}^{\uparrow \uparrow}(\mathcal{D}), i_{2}^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

8. $\left\langle\Delta^{\uparrow \uparrow}(\mathcal{D}), i_{2}^{\uparrow \uparrow}(\mathcal{D}), \Delta_{1,2}^{\uparrow}(\mathcal{D})\right\rangle$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}[1]\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

9. $\left\langle\Delta^{\uparrow \uparrow}(\mathcal{D}), \Delta_{1,2}^{\uparrow \uparrow}(\mathcal{D}), i_{1}^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

10. $\left\langle i_{2}^{\uparrow \uparrow}(\mathcal{D}), \Delta_{1,2}^{\uparrow \uparrow}(\mathcal{D}), i_{1}^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}[1]\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{1}, \lambda_{1}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, P_{3}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

11. $\left\langle\Delta_{1,2}^{\uparrow \uparrow}(\mathcal{D}), i_{1}^{\uparrow \uparrow}(\mathcal{D}), i_{3}^{\uparrow \uparrow}(\mathcal{D})\right\rangle$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \rho_{2}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{1}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, P_{3}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

12. $\left\langle i_{3}^{\uparrow \uparrow}(\mathcal{D}), \Delta^{\uparrow \uparrow}(\mathcal{D}), i_{1}^{\uparrow \uparrow}(\mathcal{D}\rangle\right.$ for

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K} P_{2,3}^{\uparrow \uparrow}[1](X) \in H_{1}, \rho_{2}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

where for $A \in \mathcal{D}$ we define the functors $\Delta_{1,2}^{\uparrow \uparrow}$ and $\Delta_{2,3}^{\uparrow \uparrow}$ as

$$
\begin{aligned}
\Delta_{1,2}(A) & :=A \xrightarrow{\mathrm{id}_{A}} A \rightarrow 0 \\
\Delta_{2,3}(A) & :=0 \rightarrow A \xrightarrow{\mathrm{id}_{A}} A .
\end{aligned}
$$

Lemma 6.1.21. For stability conditions $\sigma_{1}=\left(Z_{1}, H_{1}\right), \sigma_{2}=\left(Z_{2}, H_{2}\right)$, and $\sigma_{3}=\left(Z_{3}, H_{3}\right)$ on $\mathcal{D}$ with hearts of $t$-structures $H_{1}=\mathcal{P}_{\mu}(\alpha, \alpha+1], H_{2}=$ $\mathcal{P}_{\mu}(\beta, \beta+1], H_{3}=\mathcal{P}_{\mu}(\gamma, \gamma+1]$ let $Z_{(i, j)}$ be the group homomorphism induced by $Z_{i}, Z_{j},(i, j) \in\{(1,2),(2,3)\}$ in the sense of [21, (2.5)].

1. The heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow}(X) \in H_{1}, \lambda_{1}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \rho_{2}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\},
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+1 \geq \gamma+2$,
2. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, \rho_{2}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}[1]\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if if $\alpha \geq \gamma+2, \beta \geq \gamma+2$,
3. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \lambda_{1}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\},
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+1 \geq \gamma+3$,
4. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{1}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\},
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+1 \geq \gamma+3$,
5. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}[1](X)\right) \in H_{1}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}[1](X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+2 \geq \gamma+4$,
6. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}[1](X)\right) \in H_{1}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, P_{1}^{\uparrow \uparrow}(X) \in H_{3}\right\},
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+2 \geq \gamma+4$,
7. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+2 \geq \gamma+3$,
8. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}[1]\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,3}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+1 \geq \gamma+3$,
9. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{3}^{\uparrow \uparrow}(X) \in H_{1}, \mathbb{K}\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+2 \geq \gamma+4$,
10. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \rho_{2}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{1}, \mathbb{K}[1]\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, P_{3}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+2 \geq \gamma+3$,
11. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{1}, \lambda_{1}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, P_{3}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+2, \alpha \geq \gamma+1$,
12. the heart

$$
\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid \mathbb{K} P_{2,3}^{\uparrow \uparrow}[1](X) \in H_{1}, \rho_{2}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{2}, \mathbb{K}\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \in H_{3}\right\}
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a pre-stability condition if $\alpha \geq \beta+2 \geq \gamma+4$.

Proof. Similar to proposition 3.2 .37 we see this from [21, Proposition 3.5] after applying lemma 6.1.19.

In order to construct stability conditions and - hence - to prove proposition 6.1 .24 we generalise lemma 4.9.1 for the two natural choices.

Lemma 6.1.22. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is a smooth projective curve. For stability conditions $\sigma_{1}=\left(Z_{1}, H_{1}\right), \sigma_{2}=\left(Z_{2}, H_{2}\right)$, and $\sigma_{3}=\left(Z_{3}, H_{3}\right)$ on $\mathcal{D}$ with hearts of $t$-structures $H_{1}=\mathcal{P}_{\mu}(\alpha, \alpha+1], H_{2}=\mathcal{P}_{\mu}(\beta, \beta+1], H_{3}=$ $\mathcal{P}_{\mu}(\gamma, \gamma+1]$ let $H_{(i, j)}$ be the heart of the $t$-structure obtained by recollement from $t$-structures with hearts $H_{i}, H_{j}$ and $Z_{(i, j)}$ be the group homomorphism induced by $Z_{i}, Z, j,(i, j) \in\{(1,2),(2,3)\}$ in the sense of [21, (2.5)].

- The pair

$$
H=\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1}^{\uparrow \uparrow}(X) \in H_{1}, P_{2,3}^{\uparrow \uparrow}(X) \in H_{(2,3)}\right\}
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a stability condition if $\alpha \geq \beta+1 \geq \gamma+2$.

- The pair

$$
H=\left\{X \in \mathcal{D}^{\uparrow \uparrow} \mid P_{1,2}^{\uparrow \uparrow}(X) \in H_{(1,2)}, P_{3}^{\uparrow \uparrow}(X) \in H_{3}\right\}
$$

together with the stability function induced by $Z_{1}, Z_{2}$ and $Z_{3}$ in the sense of [21, (2.5)] is a stability condition if $\alpha \geq \beta+1 \geq \gamma+2$.

Proof. We can generalise lemma 4.9.1 where now

$$
\begin{equation*}
Z_{(1,2)}(X)=Z\left(P_{1,2}^{\uparrow \uparrow}(X)\right) \text { and } Z_{(2,3)}(X)=Z\left(P_{2,3}^{\uparrow \uparrow}(X)\right) \tag{6.5}
\end{equation*}
$$

and we use the analogous quadratic forms

$$
\begin{array}{r}
Q: \mathcal{N}\left(\mathcal{D}^{\uparrow \uparrow}\right) \otimes \mathbb{R} \rightarrow \mathbb{R} \text { as } \\
Q(v)=\Im\left(Z_{1}(v)\right) \Im\left(Z_{(2,3)}(v)\right)+\Re\left(Z_{1}(v)\right) \Re\left(Z_{(2,3)}(v)\right) \\
\text { and }  \tag{6.6}\\
Q: \mathcal{N}\left(\mathcal{D}^{\uparrow \uparrow}\right) \otimes \mathbb{R} \rightarrow \mathbb{R} \text { as } \\
Q(v)=\Im\left(Z_{(1,2)}(v)\right) \Im\left(Z_{3}(v)\right)+\Re\left(Z_{(1,2)}(v)\right) \Re\left(Z_{3}(v)\right)
\end{array}
$$

together with the fact that our condition on the hearts grants that for any object $E=E_{1} \xrightarrow{\varphi_{1}} E_{2} \xrightarrow{\varphi_{2}} E_{3}$ in $H$ and hence - in particular - for a $\sigma$ semistable one, the morphisms $\varphi_{1}$ and $\varphi_{2}$ are zero.

Remark 6.1.23. The construction of lemma 6.1.22 can be adapted for the other six semiorthogonal decompositions with their respective hearts of lemma 6.1.22, for suitable changes of the functors in 6.5). It is however our intent to prove proposition 6.1.24, for which lemma 6.1 .22 is perfectly accurate in the presented form.

Proposition 6.1.24. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is a smooth projective curve. The space $\operatorname{Stab}\left(\mathcal{D}^{\uparrow \uparrow}\right)$ is non-empty.

Proof. This follows from lemma 6.1.22.

### 6.2 Generalisation of the Jealousy Lemma to $\mathcal{D}^{\uparrow \uparrow}$

Since, as section 6.1 reveals, one has both gluing- and recollement-data available on the category $\mathcal{D}^{\uparrow \uparrow}$, it is natural to ask the question if there is a version of the Jealousy Lemma (theorem 4.4.6). Unfortunately, the situation is more complex since one has to embed $\mathcal{D}^{\uparrow}$ into $\mathcal{D}^{\uparrow \uparrow}$ as part of the semiorthogonal decomposition that provides the basis for the gluing- and recollement data. Since the stability-manifold of $\mathcal{D}^{\uparrow}$ is a lot more difficult then that of $\mathcal{D}$, one cannot hope to obtain such clear results. As part of the proof of the Jealousy Lemma we will also provide a description of the recollement data that, under the condition of $\mathcal{D}$ having a Serre-functor, one obtains. This is done in (6.2). Subsequently we will then also describe the $t$-structures that one obtains from this recollement data - this is done in (6.3).

Following the notation introduced as part of corollary 4.3.17, we introduce the next definition.

Definition 6.2.1. Let t-structures on $\mathcal{D}$ and $\mathcal{D}^{\uparrow \uparrow}$ be given by

$$
\begin{array}{r}
\left(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 1}\right)=\left(\mathcal{P}_{\mu}(\alpha, \infty), \mathcal{P}_{\mu}(-\infty, \alpha]\right), \\
\left(\mathcal{D}_{y, \beta, \gamma}^{\leq 0}, \mathcal{D}_{y, \beta, \gamma}^{\geq 1}\right), y \in\{1,2,3\}, \tag{6.7}
\end{array}
$$

with $\left(\mathcal{D}_{y, \beta, \gamma}^{\leq 0}, \mathcal{D}_{y, \beta, \gamma}^{\geq 1}\right)$ as in definition 4.3.18. Define $\left(\mathcal{D}_{x, \alpha,(\beta, \gamma)}^{\leq 0}, \mathcal{D}_{x, \alpha,(\beta, \gamma)}^{\geq 1}\right), x \in$ $\{1, \ldots, 8\}$ to be the t-structure that is obtained by recollement based on the semiorthogonal decomposition "number $x$ " of lemma 6.1.16 from the tstructures in (6.7).

Remark 6.2.2. Note that the previous definition abuses terminology since semiorthogonal decompositions appear in a CP-gluing context and not as part of that of a recollement. However - as we have seen before - under favourable conditions, CP-gluing data can be extended to recollement data.
Notation 6.2.3. Denote by $H_{x, \alpha,(\beta, \gamma)}$ the heart of $\left(\mathcal{D}_{x, \alpha,(\beta, \gamma)}^{\leq 0}, \mathcal{D}_{x, \alpha,(\beta, \gamma)}^{\geq 1}\right), x \in$ $\{1, \ldots, 8\}$.

Lemma 6.2.4. If there is a stability condition $\sigma$ with heart $H_{x, \alpha,(\beta, \gamma)}$, then $H_{x, \beta, \gamma}$ is obtained by gluing.

Proof. By theorem 4.4.6 $H_{x, \beta, \gamma}$ carries no stability condition if $\beta<\gamma$.
We have the jealous-lemma for $\mathcal{D}^{\uparrow \uparrow}$.
Proposition 6.2.5. If there is a stability condition $\sigma$ with heart $H_{1, \alpha,(\beta, \gamma)}$ obtained via recollement from hearts $H \in \mathcal{D}$ and $H_{1, \beta, \gamma} \subset \mathcal{D}^{\uparrow}$, then $H_{1, \alpha,(\beta, \gamma)}$ is obtained by CP-gluing.

Proof. We will outline the main building-blocks for the generalisation of theorem 4.4.6. First, note that by lemma 6.2.4 we may assume $\beta \geq \gamma$. We need to see that $\alpha \ll \beta$ triggers another gluing-situation, generalising proposition 4.3.21. To demonstrate how this generalisation works, we use the list of recollements provided in (6.2) and hence that of recollement t -structures provided in 6.3). This shows how proposition 4.3.21 is generalised - we group $I$ with $I I$ (note that in the same manner $I I I$ with $I V$ and so on can be grouped together) and use that the $\mathcal{D}^{\leq 0}$ of the respective first t-structure together with the $\mathcal{D}^{\geq 1}$ of the second provide CP-gluing data.

Hence, we can now generalise the proof for theorem 4.4.6. At first, we need a version of lemma 4.4.2. In this case, we need to prove $\left.i_{1}^{\uparrow( } \mathcal{P}(\alpha, \alpha+1]\right) \subset$ $H_{1, \alpha,(\beta, \gamma)}, i_{2}^{\uparrow}(\mathcal{P}(\beta, \beta+1]) \subset H_{1, \alpha,(\beta, \gamma)}$ and $\Delta \circ i_{1}(\mathcal{P}(\beta, \beta+1]) \subset H_{1, \alpha,(\beta, \gamma)}$.

To prove $i_{1}^{\uparrow \uparrow}(\mathcal{P}(\alpha, \alpha+1]) \subset H_{1, \alpha,(\beta, \gamma)}$, note that $P_{2,3}^{\uparrow \uparrow} \circ i_{1}^{\uparrow}(\mathcal{P}(\alpha, \alpha+1])=$ $0 \in H_{1, \alpha,(\beta, \gamma)}$. Moreover $P_{1}^{\uparrow \uparrow} \circ i_{1}^{\uparrow \uparrow}(\mathcal{P}(\alpha, \alpha+1])=\mathcal{P}(\alpha, \alpha+1] \subset \mathcal{P}(\alpha, \infty)$ and $\left.\mathbb{K} \circ P_{1,2}^{\uparrow \uparrow} \circ i_{1}^{\uparrow \uparrow}(\mathcal{P}(\alpha, \alpha+1])=\mathbb{K} \circ i_{1}(\mathcal{P}(\alpha, \alpha+1])\right)=\mathcal{P}(\alpha, \alpha+1] \subset \mathcal{P}(\alpha, \infty)$.

To prove $i_{2}^{\uparrow \uparrow}(\mathcal{P}(\beta, \beta+1]) \subset H_{1, \alpha,(\beta, \gamma)}$, note that $P_{1}^{\uparrow \uparrow} \circ i_{2}^{\uparrow \uparrow}(\mathcal{P}(\beta, \beta+1])=$ $0 \in H_{1, \alpha,(\beta, \gamma)}$. Moreover $P_{2,3}^{\uparrow \uparrow} \circ i_{2}^{\uparrow \uparrow}(\mathcal{P}(\beta, \beta+1])=i_{2}(\mathcal{P}(\beta, \beta+1]) \subset H_{1, \beta, \gamma}$ given by the fact that $H_{1, \beta, \gamma}$ is obtained by CP-gluing. Finally, we also have $\left.\mathbb{K} \circ P_{1,2}^{\uparrow \uparrow} \circ i_{2}^{\uparrow \uparrow}(\mathcal{P}(\beta, \beta+1])=\mathbb{K} \circ i_{2}(\mathcal{P}(\beta, \beta+1])\right)=\mathcal{P}(\beta, \beta+1][-1]=$ $\mathcal{P}(\beta-1, \beta] \subset \mathcal{P}(-\infty, \alpha+1]$ provided by the fact that $\beta \leq \alpha+1$.

To prove $\Delta_{1} \circ i_{1}(\mathcal{P}(\beta, \beta+1]) \subset H_{1, \alpha,(\beta, \gamma)}$, note that $\mathbb{K} \circ P_{1,2}^{\uparrow \uparrow} \circ \Delta_{1} \circ i_{1}(\mathcal{P}(\beta, \beta+$ $1])=\mathbb{K} \circ \Delta(\mathcal{P}(\beta, \beta+1])=0 \subset H_{1, \alpha,(\beta, \gamma)}$. Moreover $P_{1}^{\uparrow \uparrow} \circ \Delta_{1} \circ i_{1}(\mathcal{P}(\beta, \beta+1])=$ $\mathcal{P}(\beta, \beta+1] \subset \mathcal{P}(\beta, \infty)$. Finally $P_{2,3}^{\uparrow \uparrow} \circ \Delta_{1} \circ i_{1}(\mathcal{P}(\beta, \beta+1])=i_{1} \mathcal{P}(\beta, \beta+1] \subset$ $H_{1, \beta, \gamma}$ given by the fact that $H_{1, \beta, \gamma}$ is obtained by CP-gluing.

We can now generalise lemma 4.4.4. Let $Z$ be the stability function given by $\sigma$. We consider the imaginary part of $Z$ which is given by

$$
\begin{array}{r}
\Im(Z(X))=D_{1}\left(\operatorname{deg}\left(P_{1}(X)\right)\right)+D_{2}\left(\operatorname{deg}\left(P_{2}(X)\right)\right)+D_{3}\left(\operatorname{deg}\left(P_{3}(X)\right)\right) \\
+C_{1}\left(\operatorname{rank}\left(P_{1}(X)\right)\right)+C_{2}\left(\operatorname{rank}\left(P_{2}(X)\right)\right)+C_{3}\left(\operatorname{rank}\left(P_{3}(X)\right)\right)
\end{array}
$$

for $X \in H_{x, \alpha,(\beta, \gamma)}$. We obtain

$$
\begin{array}{r}
\left.\Im(Z(X))\right|_{i_{1}^{\uparrow}(\mathcal{P}(\alpha, \alpha+1])}=\Im\left(Z\left(i_{1}^{\uparrow}\left(X_{1}\right)\right)\right) \\
=D_{1}\left(\operatorname{deg}\left(X_{1}\right)\right)+C_{1}\left(\operatorname{rank}\left(X_{1}\right)\right), \\
\left.\Im(Z(X))\right|_{i_{2}^{\uparrow}(\mathcal{P}(\beta, \beta+1])}=\Im\left(Z\left(i_{2}\left(X_{1}\right)\right)\right) \\
=D_{2}\left(\operatorname{deg}\left(X_{1}\right)\right)+C_{2}\left(\operatorname{rank}\left(X_{1}\right)\right), \\
\left.\Im(Z(X))\right|_{\Delta \circ i_{1}(\mathcal{P}(\beta, \beta+1])}=\Im\left(Z\left(\Delta\left(X_{1}\right)\right)\right) \\
=\left(D_{1}+D_{2}\right)\left(\operatorname{deg}\left(X_{1}\right)\right)+\left(C_{1}+C_{2}\right)\left(\operatorname{rank}\left(X_{1}\right)\right)
\end{array}
$$

for any $X_{1}$ in either $\left.\mathcal{P}(\alpha, \alpha+1]\right)$ or $\left.\mathcal{P}(\beta, \beta+1]\right)$. We now use the same argument as in lemma 4.4.4 to finish the proof.

### 6.3 Further generalisations: The category $\mathcal{D}^{n \uparrow}$

We will now provide a generalisation of some of the findings of the previous chapters to the situation of $n$ arrows. The category $\mathcal{D}^{n \uparrow}$ that we will now introduce can be thought of as the derived category of a certain quiver (see [23] for details) with vertices in $\operatorname{obj}(\mathcal{A})$ and edges in $\operatorname{mor}(\mathcal{A})$.

Definition 6.3.1. Define $\mathcal{D}^{n \uparrow}, n \in \mathbb{N}$ to be the derived category of $\mathcal{A}^{n \uparrow}$ (see definition 2.1.11.

Definition 6.3.2. Let $t, n \in \mathbb{N}, t<n$. Define $i_{j_{1}, \ldots, j_{t}}^{n \uparrow}: \mathcal{D}^{t \uparrow} \rightarrow \mathcal{D}^{n \uparrow}$ in analogy to definition 6.1.7 part 1, 2 and 3 to be the embedding into components $j_{1}, \ldots, j_{t}$.

Furthermore define $\Delta_{a, b}^{n \uparrow}: \mathcal{D}^{t \uparrow} \rightarrow \mathcal{D}^{n \uparrow}, a, b \in \mathbb{N}, a<b$ by the equation

$$
\begin{array}{r}
\Delta_{a, b}^{n \uparrow}\left(A_{1} \rightarrow \cdots \rightarrow A_{a} \xrightarrow{f} A_{a+1} \rightarrow \cdots \rightarrow A_{t}\right) \\
=\left(A_{1} \rightarrow \cdots \rightarrow A_{a-1} \rightarrow A_{1} \rightarrow B_{1} \rightarrow \cdots \rightarrow B_{b-a} \xrightarrow{f} A_{a+1} \rightarrow \cdots \rightarrow A_{t}\right), \\
\text { where } B_{1} \rightarrow \cdots \rightarrow B_{b-a}=A_{a} \xrightarrow{\text { id }} \rightarrow \stackrel{\text { id }}{\rightarrow}{ }_{A+a} A_{a},
\end{array}
$$

with the morphisms defined accordingly via the morphisms obtained from restricting the functors to the respective abelian categories.

Furthermore define $P_{j_{1}, \ldots, j_{t}}^{n \uparrow}: \mathcal{D}^{n \uparrow} \rightarrow \mathcal{D}^{u \uparrow}, t \leq u<n$, in analogy to definition 6.1.10 to be the projection onto the components $j_{1}, \ldots, j_{t}$. Both for $i_{j_{1}, \ldots, j_{t}}^{n \uparrow}$ and $P_{j_{1}, \ldots, j_{t}}^{n \uparrow}$ morphisms between neighbouring objects that after the embedding or the projection are still neighbouring one another are being kept whilst all others are being deleted (similar to the case of $j_{1,3}^{\uparrow \uparrow}$ versus $i_{1,2}^{\uparrow \uparrow}$ and $i_{2,3}^{\uparrow \uparrow}$ in definition 6.1.7.

Remark 6.3.3. Note that for convenience we will always refer to $\Delta_{1, v}^{n \uparrow}: \mathcal{D}^{t \uparrow} \rightarrow$ $\mathcal{D}^{n \uparrow}(v+u=n)$ as $\Delta^{n \uparrow}$. Note furthermore, that with this notation established, we identify $\lambda_{1}$ with $P_{1}^{\uparrow}$ and $\rho_{2}$ with $P_{2}^{\uparrow}$.

Generalising our observations made for the cases of $\mathcal{D}, \mathcal{D}^{\uparrow}$ and $\mathcal{D}^{\uparrow \uparrow}$, the following lemma shows how to find the component that all adjunction chains between given categories $\mathcal{D}^{t \uparrow}$ and $\mathcal{D}^{n \uparrow}$ have in common.

Lemma 6.3.4. Let $t, n \in \mathbb{N}, t<n, m<n$. We have the following chain of adjoint functors:

$$
\begin{array}{r}
i_{n-(t-1), \ldots, n}^{n \uparrow} \dashv P_{n-(t-1), \ldots, n}^{n \uparrow} \dashv \Delta_{1, n-(t-1)}^{n \uparrow} \dashv \\
\ldots \dashv \Delta_{t-m, n-m}^{n \uparrow} \dashv P_{1, \ldots, t-m, n+1-m, \ldots, n}^{n \uparrow} \dashv \ldots \\
\dashv \Delta_{t, n}^{n \uparrow} \dashv P_{1, \ldots, t} \dashv i_{1, \ldots, t}^{n \uparrow}
\end{array}
$$

between $\mathcal{D}^{t \uparrow}$ and $\mathcal{D}^{n \uparrow}$.
Proof. The idea is the same as in lemma 3.2.3. It - once again - suffices to execute our proof on the abelian level. To prove that the adjunction $i_{n-(t-1), \ldots, n}^{n \uparrow} \dashv P_{n-(t-1), \ldots, n}^{n \uparrow}$ holds we use the isomorphism

$$
\left(0, \ldots, 0, f_{n-(t-1)}, \ldots, f_{n}\right) \mapsto\left(f_{n-(t-1)}, \ldots, f_{n}\right)
$$

where $f_{i}: A_{i} \rightarrow B_{i}$, to obtain

$$
\begin{aligned}
& \operatorname{Hom}_{\mathcal{A}^{n \uparrow}}\left(0 \rightarrow \cdots \rightarrow A_{n-(t-1)} \rightarrow \cdots \rightarrow A_{n}, B_{1} \rightarrow B_{n}\right) \\
& \quad \cong \operatorname{Hom}_{\mathcal{A}^{\text {t }}}\left(A_{n-(t-1)} \rightarrow \cdots \rightarrow A_{n}, B_{n-(t-1)} \rightarrow B_{n}\right) .
\end{aligned}
$$

The other adjunctions are obtained similarly.
Corollary 6.3.5. In particular this implies

$$
\begin{array}{r}
\Delta^{n \uparrow} \dashv P_{n}^{n \uparrow} \dashv i_{n}^{n \uparrow} \text { and } \\
\Delta_{n-1, n}^{n \uparrow} \dashv P_{1, \ldots, n-1}^{n \uparrow} \dashv i_{1, \ldots, n-1}^{n \uparrow}
\end{array}
$$

Proof. This is a straightforward implication of lemma 6.3.4.
We are now able to prove an important consequence, namely, that a category, that extends the definition of $\mathcal{D}^{\uparrow}$ to a chain of any given length $n$ will always inherit a Serre-functor from the category $\mathcal{D}$ that one starts with.
Proposition 6.3.6. If $\mathcal{D}$ has a Serre functor then so has $\mathcal{D}^{n \uparrow}$.
Proof. We generalise the proof of lemma 6.1.12 where we use the equations

$$
\begin{aligned}
& i_{1, \ldots, n-1}^{n \uparrow}\left(\mathcal{D}^{(n-1) \uparrow}\right)=i_{n}^{n \uparrow}(\mathcal{D})^{\perp}=\operatorname{im}\left(i_{n}^{n \uparrow}\right)^{\perp} \\
& \quad=\operatorname{ker}\left(P_{n}^{n \uparrow}\right)={ }^{\perp} \operatorname{im}\left(\Delta^{n \uparrow}\right)={ }^{\perp} \Delta^{n \uparrow}(\mathcal{D})
\end{aligned}
$$

and

$$
\begin{gathered}
i_{n}^{n \uparrow}(\mathcal{D})={ }^{\perp} i_{1, \ldots, n-1}^{n \uparrow}\left(\mathcal{D}^{(n-1) \uparrow}\right)={ }^{\perp} \operatorname{im}\left(i_{1, \ldots, n-1}^{n \uparrow}\right) \\
=\operatorname{ker}\left(P_{1, \ldots, n-1}^{n \uparrow}\right)=\operatorname{im}\left(\Delta_{n-1}^{n \uparrow}\right)^{\perp}=\Delta_{n-1}^{n \uparrow}\left(\mathcal{D}^{n \uparrow}\right)^{\perp},
\end{gathered}
$$

that we are able to establish with the aid of corollary 6.3.5. This allows us to proceed in the very same way as we did in 6.1.12 and therefore finishes the proof.

In line with the main topic of interest of this thesis we would like to establish that stability conditions on $\mathcal{D}^{n \uparrow}$ can be constructed. As previously done in this subsection, the basic concepts can be generalised to the case of $\mathcal{D}^{n \uparrow}$.

Proposition 6.3.7. Let $\mathcal{A}=\operatorname{Coh}(C)$ where $C$ is a smooth projective curve. The space $\operatorname{Stab}\left(\mathcal{D}^{n \uparrow}\right)$ is non-empty.
Proof. We can generalise lemma 6.1 .22 via induction in order to obtain a $\sigma \in \operatorname{Stab}\left(\mathcal{D}^{n \uparrow}\right)$. Using the quadratic form analogous to (6.6) and investigating the $\sigma$-semistable object

$$
E=E_{1} \xrightarrow{\varphi_{1}} E_{2} \xrightarrow{\varphi_{2}} \ldots \xrightarrow{\varphi_{n}} E_{n+1} \in H .
$$

The heart $H$ on $\mathcal{D}^{n \uparrow}$ can be glued from hearts

$$
H_{1}=\mathcal{P}_{\mu}\left(\alpha_{1}, \alpha_{1}+1\right] \ldots H_{n+1}=\mathcal{P}_{\mu}\left(\alpha_{n+1}, \alpha_{n+1}+1\right]
$$

like in lemma 6.1.19 but with the stronger restrictions

$$
\alpha_{1} \geq \alpha_{2}+1 \geq \cdots \geq \alpha_{n+1}+n
$$

of the kind of lemma 6.1.21, using stability functions $Z_{1}, \ldots Z_{n+1}$ on the respective hearts such that we obtain that $\sigma$ is obtained by CP-gluing the stability conditions

$$
\sigma_{1}=\left(H_{1}, Z_{1}\right), \ldots \sigma_{n+1}=\left(H_{n+1}, Z_{n+1}\right)
$$

inductively.

## A Appendix

## A. 1 Serre functors

Serre functors were first introduced by Bondal and Kapranov in [12]. The proper definition, however, as it is given in definition A.1.8 can be found in [13]. Serre functors serve as a generalisation of the well known concept of Serre duality - we refer to Hartshorne, [34, Section III, subsection 7] for details. Serre functors are an important tool in homological algebra. They can be used to compute new functors out of given ones and have - therefore - very useful applications in relation to recollements. Bondal and Kapranov provided a - crucial - theorem A.1.15) regarding Serre functors in [12]. In the following we will prepare its introduction by providing the following vital terminology that will allow us to formulate the main theorem A.1.15) of this section.

Definition A.1.1. The right orthogonal of a full subcategory $\mathcal{B}$ of an additive category $\mathcal{A}$, denoted $\mathcal{B}^{\perp}$ is the full subcategory given by

$$
\mathcal{B}^{\perp}=\{C \in \mathcal{A} \mid \operatorname{Hom}(B, C)=0 \text { for all } B \in \mathcal{B}\} .
$$

Definition A.1.2. The left orthogonal of a full subcategory $\mathcal{C}$ of an additive category $\mathcal{A}$, denoted ${ }^{\perp} \mathcal{C}$ is the full subcategory given by

$$
{ }^{\perp} \mathcal{C}=\{B \in \mathcal{A} \mid \operatorname{Hom}(B, C)=0 \text { for all } C \in \mathcal{C}\} .
$$

We can now provide the following - important - definitions.
Definition A.1.3. A strictly full triangulated subcategory $\widetilde{\mathcal{T R}}$ of a triangulated category $\mathcal{T} \mathcal{R}$ is right-admissible if for any $X \in \mathcal{T} \mathcal{R}$ there is an exact triangle

$$
\widetilde{T} \rightarrow X \rightarrow C \xrightarrow{+}
$$

where $\widetilde{T} \in \widetilde{\mathcal{T R}}$ and $C \in \widetilde{\mathcal{T R}}{ }^{\perp}$.
In analogy to this we obtain the next definition.
Definition A.1.4. A strictly full triangulated subcategory $\widetilde{\mathcal{T R}}$ of a triangulated category $\mathcal{T} \mathcal{R}$ is left-admissible if for any $X \in \mathcal{T} \mathcal{R}$ there is an exact triangle

$$
D \rightarrow X \rightarrow \widetilde{T} \xrightarrow{+}
$$

where $\widetilde{T} \in \widetilde{\mathcal{T R}}$ and $D \in{ }^{\perp} \widetilde{\mathcal{T R}}$.
And hence,
Definition A.1.5. A triangulated subcategory $\mathcal{T R}^{\prime}$ of a triangulated category $\mathcal{T R}$ is admissible if it is right-admissible and left-admissible.

The next lemma brings different terminology together.
Lemma A.1.6. Every right- (left-) admissible triangulated subcategory $\mathcal{A}$ of a category $\mathcal{B}$ provides a semiorthogonal decomposition given by $\mathcal{B}=\left\langle\mathcal{A}^{\perp}, \mathcal{A}\right\rangle$ ( $\left.\mathcal{B}=\left\langle\mathcal{A},{ }^{\perp} \mathcal{A}\right\rangle\right)$.

Proof. Apply definition 2.1.6.
Definition A.1.7. A category $\mathcal{A}$ is called " $k$-linear" if for any $A, B \in \mathcal{A}$, the set $\operatorname{Hom}(A, B)$ has the structure of a $k$-vector space and if additionally composition of morphisms is $k$-bilinear.

Definition A.1.8. Let $k$ be a field and $\mathcal{A}$ be a $k$-linear category with finitedimensional Hom-sets. A "Serre functor" $S: \mathcal{A} \rightarrow \mathcal{A}$ is an additive equivalence of categories that has bi-functorial isomorphisms

$$
\phi_{A, B}: \operatorname{Hom}_{\mathcal{A}}(A, B) \xlongequal{\cong} \operatorname{Hom}_{\mathcal{A}}(B, S(A))^{*}
$$

of $k$-vector spaces for any two objects $A$ and $B$ in $\mathcal{A}$.
Remark A.1.9. Note that by [12, Proposition 3.4 b], Serre functors are unique up to functor isomorphisms. To see this, consider Serre functors $S, S^{\prime}$ and bi-functorial isomorphisms

$$
\phi_{A, B}: \operatorname{Hom}_{\mathcal{A}}(A, B) \stackrel{\cong}{\rightrightarrows} \operatorname{Hom}_{\mathcal{A}}(B, S(A))^{*}
$$

and

$$
\phi_{A, B}^{\prime}: \operatorname{Hom}_{\mathcal{A}}(A, B) \xlongequal{\cong} \operatorname{Hom}_{\mathcal{A}}\left(B, S^{\prime}(A)\right)^{*}
$$

of $k$-vector spaces for any two objects $A$ and $B$ in $\mathcal{A}$. We obtain

$$
\begin{equation*}
\phi_{A, B}^{\prime} \circ \phi_{A, B}^{-1}: \operatorname{Hom}_{\mathcal{A}}(B, S(A))^{*} \xrightarrow{\cong} \operatorname{Hom}_{\mathcal{A}}\left(B, S^{\prime}(A)\right)^{*}, \tag{A.1}
\end{equation*}
$$

which means that $S(A) \cong S^{\prime}(A)$ for any $A \in \mathcal{A}$. Moreover, letting $B=S(A)$ in (A.1), we obtain

$$
\phi_{A, S(A)}^{\prime} \circ \phi_{A, S(A)}^{-1}: \operatorname{Hom}_{\mathcal{A}}(S(A), S(A))^{*} \xlongequal{\cong} \operatorname{Hom}_{\mathcal{A}}\left(S(A), S^{\prime}(A)\right)^{*},
$$

when - on the other hand - letting $B=S\left(A^{\prime}\right)$ and $A=A^{\prime}$ in (A.1) provides us with

$$
\phi_{A^{\prime}, S\left(A^{\prime}\right)}^{\prime} \circ \phi_{A^{\prime}, S\left(A^{\prime}\right)}^{-1}: \operatorname{Hom}_{\mathcal{A}}\left(S\left(A^{\prime}\right), S\left(A^{\prime}\right)\right)^{*} \xrightarrow{\cong} \operatorname{Hom}_{\mathcal{A}}\left(S\left(A^{\prime}\right), S^{\prime}\left(A^{\prime}\right)\right)^{*}
$$

Hence, the diagram

commutes for any $f \in \operatorname{Hom}\left(A, A^{\prime}\right)$ proving that we also obtain $S(f) \cong S^{\prime}(f)$.
We will now provide a couple of important tools that will serve to prove the main theorem of this section A.1.15 which is due to Bondal and Kapranov. In order to do so, we require the following lemma also due to Bondal and Kapranov.

Lemma A.1.10. $A$ category $\mathcal{A}$ has a Serre functor if and only if $\operatorname{Hom}_{\mathcal{A}}(X,-)^{*}$ and $\operatorname{Hom}_{\mathcal{A}}(-, X)^{*}$ are representable for any $X \in \mathcal{A}$.

Proof. See [12, Proposition 3.4 a].
Additionally we require the next lemma, which is as well provided by Bondal and Kapranov ([12, Lemma 2.4 a]). In order to prepare it, we provide the following definition.

Definition A.1.11. For a category $\mathcal{A}$ and an object $X \in \mathcal{A}$, we define

$$
h_{X}(A)=\operatorname{Hom}_{\mathcal{A}}(A, X) .
$$

Lemma A.1.12. For a category $\mathcal{A}, h: \mathcal{A} \rightarrow$ Sets a contravariant functor and $X \in \mathcal{A}$, there is a natural identification of the set of natural transformations $h_{X} \rightarrow h$ with $h(X)$.

Proof. To prove this, fix an element $\delta \in h(X)$. For an object $A \in \mathcal{A}$ and a morphism $f \in h_{X}(A)=\operatorname{Hom}_{\mathcal{A}}(A, X)$, a natural transformation $\Phi^{\delta}: h_{X} \rightarrow h$ is now given by $\Phi_{A}^{\delta}(f)=h(f)(\delta)$. If we - on the other hand - now consider a given natural transform $\Phi: h_{X} \rightarrow h$, we obtain the required $\delta \in h(X)$ as $\Phi_{X}\left(\mathrm{id}_{X}\right)$.

Hence, we also have the following corollary.
Corollary A.1.13. Let $\mathcal{A}$ be a triangulated category, $\widetilde{X} \in \mathcal{A}, h: \mathcal{A} \rightarrow \mathcal{S e t s}$ a contravariant cohomological functor and assume that

$$
B \rightarrow A \rightarrow C \xrightarrow{+}
$$

is an exact triangle. The exact sequences

$$
\ldots h(C) \rightarrow h(A) \rightarrow h(B) \rightarrow \ldots
$$

and

$$
\ldots h_{\tilde{X}}(C) \rightarrow h_{\tilde{X}}(A) \rightarrow h_{\tilde{X}}(B) \rightarrow \ldots
$$

are embedded in a commutative diagram

for any $\delta \in h(\widetilde{X})$ and $\Phi^{\delta}: h_{\tilde{X}} \rightarrow h$ a natural transformation constructed in the way it was outlined in the proof of lemma A.1.12.

Proof. By lemma A.1.12, $\Phi^{\delta}$ is a natural transformation. Additionally the functors $h$ and $h_{\tilde{X}}$ are cohomological functors.

Finally, we require the following.
Lemma A.1.14. For vector spaces $V_{1}, V_{2}, V_{3}, V_{4}, V_{1}^{\prime}, V_{2}^{\prime}, V_{3}^{\prime}, V_{4}^{\prime}$, let

be a commutative diagram with exact rows. Assume that $\alpha_{1}$ is a monomorphism and $\alpha_{4}$ an epimorphism. Assume additionally that there is a $J \in V_{3}$ and an $I \in V_{2}^{\prime}$, such that $\alpha_{2}(I)=b(J)$. Then there is a $\delta \in V_{3}^{\prime}$ such that $b^{\prime}(\delta)=I$ and $\alpha_{3}(\delta)=J$.

Proof. Let $K \in V_{2}$ be the image of $I$ under $\alpha_{2}$ and of $J$ under $b$. The latter implies, that due to the exactness of the rows, $K \in \operatorname{im}(b)$, which gives $c(K)=0$ and therefore, using the commutativity of the diagram,

$$
\alpha_{1}\left(c^{\prime}(I)\right)=c\left(\alpha_{2}(I)\right)=c(K)=0 .
$$

Since $\alpha_{1}$ is a monomorphism this means that $c^{\prime}(I)=0$ and hence - due to exactness - that there exists a $\delta^{\prime} \in V_{3}^{\prime}$ such that $b^{\prime}\left(\delta^{\prime}\right)=I$. Therefore

$$
b\left(\alpha_{3}\left(\delta^{\prime}\right)\right)=\alpha_{2}\left(b^{\prime}\left(\delta^{\prime}\right)\right)=K
$$

holds. Hence, if we let $J^{\prime}$ be the image of $\delta^{\prime}$ under $\alpha_{3}$, we obtain $b\left(J^{\prime}\right)=K$. This implies that

$$
b\left(J^{\prime}-J\right)=b\left(J^{\prime}\right)-b(J)=K-K=0
$$

Therefore $J^{\prime}-J \in \operatorname{ker}(b)$ and hence $J^{\prime}-J \in \operatorname{im}(a)$. This means that there is a $d \in V_{4}$ such that $a(d)=J^{\prime}-J$. Since $\alpha_{4}$ is an epimorphism, we obtain a preimage $d^{\prime}$ of $d$ under $\alpha_{4}$ such that $a\left(\alpha_{4}\left(d^{\prime}\right)\right)=J^{\prime}-J$ and hence

$$
\alpha_{3}\left(a^{\prime}\left(d^{\prime}\right)\right)=a\left(\alpha_{4}\left(d^{\prime}\right)\right)=J^{\prime}-J
$$

Now, define $\beta=a^{\prime}(d)$ then

$$
b^{\prime}(\beta)=b^{\prime}\left(a^{\prime}\left(d^{\prime}\right)\right)=0
$$

Now let $\delta=\delta^{\prime}-\beta$. On one hand we now obtain

$$
b^{\prime}(\delta)=b^{\prime}\left(\delta^{\prime}-\beta\right)=b^{\prime}\left(\delta^{\prime}\right)-b^{\prime}(\beta)=b^{\prime}\left(\delta^{\prime}\right)-0=b^{\prime}\left(\delta^{\prime}\right)=I
$$

and on the other

$$
\alpha_{3}(\delta)=\alpha_{3}\left(\delta^{\prime}-\beta\right)=\alpha_{3}\left(\delta^{\prime}\right)-\alpha_{3}(\beta)=J^{\prime}-\left(J^{\prime}-J\right)=J
$$

This - hence - is the $\delta$ we were looking to find and the proof is finished.

As it was our aim, we can now provide the following theorem from [12]. Since the proof given by Bondal and Kapranov in [12] omits certain details we will, for the convenience of the reader, now provide a fully worked out version of the proof.

Theorem A.1.15. Let $\mathcal{A}$ be a triangulated category. Assume $\mathcal{B} \subset \mathcal{A}$ to be an admissible subcategory and define $\mathcal{C}=\mathcal{B}^{\perp}$. Assume furthermore that $\mathcal{C}$ is admissible and that $\mathcal{B}$ and $\mathcal{C}$ have Serre functors. Then the category $\mathcal{A}$ also has a Serre functor.

Proof. Let $h=\operatorname{Hom}_{\mathcal{A}}(X,-)^{*}$ for $X \in \mathcal{A}$. We will construct a representing object for $h$ in order to apply lemma A.1.10. First, consider the exact triangle

$$
R \rightarrow X \xrightarrow{\beta} B \xrightarrow{+}
$$

with $R \in{ }^{\perp} \mathcal{B}$ and $B \in \mathcal{B}$, that we obtain from the fact that $\mathcal{B}$ is admissible and hence in particular left-admissible. For any $B_{1} \in \mathcal{B}$, the application of $\operatorname{Hom}\left(-, B_{1}\right)$, combined with the fact that $\operatorname{Hom}\left(R, B_{1}\right)=0$ by definition A.1.4 we obtain

$$
\operatorname{Hom}_{\mathcal{A}}\left(X, B_{1}\right) \stackrel{\cong}{\rightleftharpoons} \operatorname{Hom}_{\mathcal{A}}\left(B, B_{1}\right)
$$

which, since $\mathcal{B} \subset \mathcal{A}$ is a full subcategory provides us with

$$
\begin{array}{r}
h\left(B_{1}\right)=\operatorname{Hom}_{\mathcal{A}}\left(X, B_{1}\right)^{*} \xlongequal{\cong} \operatorname{Hom}_{\mathcal{A}}\left(B, B_{1}\right)^{*}  \tag{A.3}\\
\quad=\operatorname{Hom}_{\mathcal{B}}\left(B, B_{1}\right)^{*}=\operatorname{Hom}_{\mathcal{B}}\left(B_{1}, S_{\mathcal{B}}(B)\right)
\end{array}
$$

where $S_{\mathcal{B}}$ is the Serre functor on $\mathcal{B}$ (note that by remark A.1.9 Serre functors are essentially unique).

Similarly, consider the exact triangle

$$
B^{\prime} \rightarrow X \rightarrow C^{\prime} \xrightarrow{+}
$$

where $B^{\prime} \in \mathcal{B}$ and $C^{\prime} \in \mathcal{C}$. Since $\mathcal{C}=\mathcal{B}^{\perp}$ we can use definition A.1.3 to obtain

$$
\begin{array}{r}
h\left(C_{1}\right)=\operatorname{Hom}_{\mathcal{A}}\left(X, C_{1}\right)^{*} \xlongequal{\cong} \operatorname{Hom}_{\mathcal{A}}\left(C^{\prime}, C_{1}\right)^{*}  \tag{A.4}\\
\quad=\operatorname{Hom}_{\mathcal{C}}\left(C^{\prime}, C_{1}\right)^{*}=\operatorname{Hom}_{\mathcal{C}}\left(C_{1}, S_{\mathcal{C}}\left(C^{\prime}\right)\right)
\end{array}
$$

for $C_{1} \in \mathcal{C}$ in a similar manner as before.
We now define $E=S_{\mathcal{B}}(B) \in \mathcal{B} \subset \mathcal{A}$ and - as before - use that $\mathcal{C}$ was assumed to be admissible to embed $E$ into the exact triangle

$$
\begin{equation*}
C^{\prime \prime} \xrightarrow{\gamma} E \rightarrow L \xrightarrow{+} \tag{A.5}
\end{equation*}
$$

where $C^{\prime \prime} \in \mathcal{C}$ and $L \in \mathcal{C}^{\perp}$. Now - again as before - we obtain

$$
\operatorname{Hom}_{\mathcal{C}}\left(C, C^{\prime \prime}\right) \stackrel{\gamma \circ-}{\leftrightarrows} \operatorname{Hom}_{\mathcal{A}}(C, E)
$$

for all $C \in \mathcal{C}$. Applying $h$ to $\gamma$ now supplies us with

$$
h\left(C^{\prime \prime}\right) \longleftarrow{ }_{h(\gamma)} h(E)
$$

which - by substituting $C^{\prime \prime}$ for $C_{1}$ in equation (A.4) extends to

such that - using (A.3) this time, letting $B_{1}=E-$ we obtain


Hence the identity $\operatorname{id}_{E} \in \operatorname{Hom}_{\mathcal{B}}(E, E)$ has an image $v \in \operatorname{Hom}_{\mathcal{C}}\left(C^{\prime \prime}, S_{\mathcal{C}}\left(C^{\prime}\right)\right)$ and therefore, using the exact triangle (A.5) and defining $F^{\prime \prime}=\operatorname{Cone}(v)$, we obtain the diagram


Next, we compose $\gamma$ with the arrow $F^{\prime \prime}[-1] \rightarrow C^{\prime \prime}$ to get an arrow $F^{\prime \prime}[-1] \rightarrow$ $E$. We let $\widetilde{X}$ be the object and $u$ the arrow that - together - define the cone of $F^{\prime \prime}[-1] \rightarrow E$, obtain

and - using the octahedral axiom - finally acquire arrows $\widetilde{X} \rightarrow L$ and $\epsilon$ such that the following is a commutative diagram of exact triangles.


We have at this point constructed the representing object $\widetilde{X}$ for the functor $h$. It will subsequently be our objective to prove that $\widetilde{X}$ does indeed represent the functor $h$. First, we will provide an important consequence of the octahedral diagram. We use - similar as above - the exact triangle

$$
E \xrightarrow{u} \widetilde{X} \rightarrow F^{\prime \prime} \xrightarrow{+}
$$

and combine it with the fact that $F^{\prime \prime}=\operatorname{Cone}(v)$, which, since $\mathcal{C}$ was assumed to be triangulated and since $C^{\prime \prime}, S_{\mathcal{C}}\left(C^{\prime}\right) \in \mathcal{C}$ implies $F^{\prime \prime} \in \mathcal{C}$. We acquire

$$
\begin{equation*}
\operatorname{Hom}_{\mathcal{B}}(\widehat{B}, E)=\operatorname{Hom}_{\mathcal{A}}(\widehat{B}, E) \cong \operatorname{Hom}_{\mathcal{A}}(\widehat{B}, \widetilde{X}) \tag{A.6}
\end{equation*}
$$

for an arbitrary $\widehat{B} \in \mathcal{B}$. Since $\mathcal{B}$ be has a Serre functor, we additionally obtain

$$
\begin{equation*}
h(\widehat{B}) \xlongequal{\cong} \operatorname{Hom}_{\mathcal{B}}(\widehat{B}, E) \tag{A.7}
\end{equation*}
$$

by A.3 and hence

$$
\begin{equation*}
h(\widehat{B}) \cong \operatorname{Hom}_{\mathcal{B}}(\widehat{B}, E)=\operatorname{Hom}_{\mathcal{A}}(\widehat{B}, E) \cong \operatorname{Hom}_{\mathcal{A}}(\widehat{B}, \widetilde{X}) . \tag{A.8}
\end{equation*}
$$

Taking the inverses of the isomorphisms in A.8), we define a natural transformation $\varphi: \operatorname{Hom}_{\mathcal{A}}(-, \widetilde{\sim}) \rightarrow h(E)$ between functors defined in $\mathcal{B}$. Since the isomorphism in (A.6) was obtained by applying $\operatorname{Hom}_{\mathcal{A}}(\widehat{B},-)$, it is natural. So is the isomorphism obtained by A.7, to see this we examine (A.3) and obtain that the isomorphism $\operatorname{Hom}_{\mathcal{A}}\left(X, B_{1}\right)^{*} \xlongequal{\cong} \operatorname{Hom}_{\mathcal{A}}\left(B, B_{1}\right)^{*}$ being obtained from the application of the functor $\operatorname{Hom}_{\mathcal{A}}\left(-, B_{1}\right)$ and the dualising-functor
is natural. So is $\operatorname{Hom}_{\mathcal{B}}\left(B, B_{1}\right)^{*}=\operatorname{Hom}_{\mathcal{B}}\left(B_{1}, S_{\mathcal{B}}(B)\right)$, by definition A.1.8. Hence $\varphi$ is a natural transformation. In the same manner, use

$$
S_{\mathcal{C}}\left(C^{\prime}\right) \xrightarrow{\epsilon} \widetilde{X} \rightarrow L \xrightarrow{+}
$$

to obtain a natural transformation $\psi: \operatorname{Hom}_{\mathcal{A}}(-, \widetilde{X}) \xrightarrow{\cong} h(-)$. Now, we define $h_{\tilde{X}}=\operatorname{Hom}_{\mathcal{A}}(-, \widetilde{X})$ and are able to complete our previous diagram via

to


We have - however - previously introduced $u$ as the preimage of $\operatorname{id}_{E}$ via the upper half of the diagram. Considering the images $u \circ \operatorname{id}_{E}=u$ and $\epsilon \circ v$ under the respective maps $u \circ-$ and $\epsilon \circ-$, the diagram provides us with the equation

$$
\begin{equation*}
h(\gamma)\left(\varphi_{E}(u)\right)=\psi_{C^{\prime \prime}}(\epsilon \circ v) . \tag{A.9}
\end{equation*}
$$

We can now proceed with our actual objective - which was, of course, to prove that $\widetilde{X}$ is indeed the representing object for $h$. To this end, consider
an arbitrary object $A \in \mathcal{A}$. Again using the admissibility property we can embed it into an exact triangle

$$
B \rightarrow A \rightarrow C \xrightarrow{+}
$$

where $B \in \mathcal{B}$ and $C \in \mathcal{C}$. Using the functors $h$ and $h_{\tilde{X}}$ we now obtain exact sequences

$$
\cdots \rightarrow h(C) \rightarrow h(A) \rightarrow h(B) \rightarrow \ldots
$$

and

$$
\cdots \rightarrow h_{\tilde{X}}(C) \rightarrow h_{\tilde{X}}(A) \rightarrow h_{\tilde{X}}(B) \rightarrow \ldots
$$

respectively that by corollary A.1.13 are embedded in the commutative diagram

for any $\delta \in h(\widetilde{X})$. It is - hence - sufficient to prove that there is a $\delta \in h(X)$ such that $\Phi_{B}^{\delta}=\varphi_{B}$ and at the same time $\Phi_{C}^{\delta}=\psi_{C}$. We claim that the first is implied if $\varphi_{E}(u)=h(u)(\delta)$ and the latter if $\psi_{S_{\mathcal{C}}\left(C^{\prime}\right)}(\epsilon)=h(\epsilon)(\delta)$. To see this consider the construction of $\Phi^{\delta}$ outlined in lemma A.1.12, we deduce immediately that what we need to prove is $\varphi_{B}(f)=h(f)(\delta)$ for $f \in \operatorname{Hom}_{\mathcal{A}}(B, \widetilde{X})=h_{\tilde{X}}(B)$. Consider the isomorphism

$$
\operatorname{Hom}_{\mathcal{B}}(B, E) \stackrel{u_{0}-}{\leftrightharpoons} \operatorname{Hom}_{\mathcal{A}}(B, \widetilde{X})
$$

obtained by the usual argument. Hence, there is a preimage $g \in \operatorname{Hom}_{\mathcal{B}}(B, E)$ of $f$ such that $f=u \circ g$. We now consider the commutative diagram

given by the natural transformation $\varphi$. Since $u \in h_{\tilde{X}}(E)$ we now obtain $\varphi_{B}\left(\left(h_{\tilde{X}}(g)\right)(u)\right)=h(g)\left(\varphi_{E}(u)\right)$. Using our assumption that $\varphi_{E}(u)=h(u)(\delta)$ this provides us with

$$
\begin{array}{r}
\Phi_{B}^{\delta}(f)=h(f)(\delta)=h(u \circ g)(\delta) \\
=h(g) h(u)(\delta)=h(g)\left(\varphi_{E}(u)\right)=\varphi_{B}\left(\left(h_{\tilde{X}}(g)\right)(u)\right)=\varphi_{B}(u \circ g)=\varphi_{B}(f) .
\end{array}
$$

Similarly $\psi_{S_{\mathcal{C}}\left(C^{\prime}\right)}(\epsilon)=h(\epsilon)(\delta)$ implies $\Phi_{C}^{\delta}=\psi_{C}$.
Now, we use the following commutative "square" of the octahedral diagram

to obtain the - commutative - diagram

$$
\begin{array}{cc}
h\left(C^{\prime \prime}\right) & \stackrel{h(v)}{\longleftarrow} \\
h\left(S_{\mathcal{C}}\left(C^{\prime}\right)\right)  \tag{A.10}\\
h(\gamma) \uparrow & \\
h(\epsilon) \uparrow \\
h(E) \stackrel{h(u)}{\longleftarrow} & h(\widetilde{X}) .
\end{array}
$$

We have $\varphi_{E}(u) \in h(E)$ and $\psi_{S_{\mathcal{C}}\left(C^{\prime}\right)}(\epsilon) \in h\left(S_{\mathcal{C}}\left(C^{\prime}\right)\right)$ and know - from the fact that $\psi$ is a natural transformation - that $\psi_{C^{\prime \prime}}(\epsilon \circ v)=h(v)\left(\psi_{S_{\mathcal{C}}\left(C^{\prime}\right)}(\epsilon)\right)$. Combining this with equation (A.9), we obtain

$$
\begin{equation*}
h(\gamma)\left(\varphi_{E}(u)\right)=\psi_{C^{\prime \prime}}(\epsilon \circ v)=h(v)\left(\psi_{S_{\mathcal{C}}\left(C^{\prime}\right)}(\epsilon)\right) . \tag{A.11}
\end{equation*}
$$

Given the commutativity of the previous diagram, this makes it possible to look for a $\delta \in h(\widetilde{X})$ such that $h(u)(\delta)=\varphi_{E}(u)$ and $h(\epsilon)(\delta)=\psi_{S_{\mathcal{C}}\left(C^{\prime}\right)}(\epsilon)$. The octahedral diagram in particular supplies us with

which we will now rewrite as a morphism of exact triangles in the following manner


Hence, by applying $h$, we can embed diagram A.10 into the diagram

with exact rows. Lemma A.1.14, for the fact that the left equality in the diagram is - in particular - a mono- and the right an epimorphism, now provides us, together with equation (A.11), with the required $\delta$. Hence, diagram (A.2) that we previously obtained via corollary A.1.13 now becomes

in which $\psi_{C}, \varphi_{B}, \psi_{C[-1]}$ and $\varphi_{B[1]}$ are isomorphisms, due to the fact that $B \in \mathcal{B}, C \in \mathcal{C}$ and $-\operatorname{since} \mathcal{B}$ and $\mathcal{C}$ are triangulated subcategories - also $B[1] \in \mathcal{B}$ and $C[-1] \in \mathcal{C}$. By the 5-lemma, this implies that $\Phi_{A}^{\delta}$ is an isomorphism - and hence that $h$ is representable.

One now simply dualises the very same techniques that were used to prove the representability of $h$ to show that the covariant functor $\operatorname{Hom}(-, X)^{*}$ is representable. From the exact triangle

$$
C^{\prime \prime} \rightarrow X \rightarrow L \xrightarrow{+}
$$

with $C^{\prime \prime} \in \mathcal{C}$ and $L \in \mathcal{C}^{\perp}$ we obtain

$$
\operatorname{Hom}_{\mathcal{C}}\left(S_{\mathcal{C}}^{-1}\left(C^{\prime \prime}\right), C_{1}\right) \stackrel{\cong}{\rightrightarrows} \operatorname{Hom}_{\mathcal{A}}\left(C_{1}, X\right)
$$

for any $C_{1} \in \mathcal{C}$. Similarly we obtain $S_{\mathcal{B}}^{-1}\left(B^{\prime}\right)$ from

$$
B^{\prime} \rightarrow X \rightarrow C^{\prime} \xrightarrow{+}
$$

where $B^{\prime} \in \mathcal{B}$ and $C^{\prime} \in \mathcal{C}$. Letting $E=S_{\mathcal{C}}^{-1}\left(C^{\prime \prime}\right)$ we obtain

$$
R \rightarrow E \rightarrow B \xrightarrow{+}
$$

with $R \in \mathcal{C}$ and $B \in \mathcal{B}$. We get a morphism in $\operatorname{Hom}\left(S_{\mathcal{B}}^{-1}\left(B^{\prime}\right), B\right)$ as the image of $\operatorname{id}_{E} \in \operatorname{Hom}_{\mathcal{C}}(E, E)$ and finally construct $\widetilde{X}$ by the octahedral diagram

where $F^{\prime \prime}$ is the cone of the mapping $S_{\mathcal{B}}\left(B^{\prime}\right)^{-1} \rightarrow B$.
We - hence - have constructed representing objects for both $h=\operatorname{Hom}(X,-)^{*}$ and for $\operatorname{Hom}(-, X)^{*}$. By lemma A.1.10, the proof is now finished.

Theorem A.1.15, however, provides a statement on the existence, yet not on the use of Serre functors. Their usefulness and hence with it the usefulness of theorem A.1.15 in general and in particular in our situation will be provided by the following well known theorem which is a straightforward implication of A.1.15.

Theorem A.1.16. Let $\mathcal{A}$ be a triangulated category that has a Serre functor S. Assume $F \dashv G$ is an adjoint pair of functors $F: \mathcal{A} \rightarrow \mathcal{A}$ and $G: \mathcal{A} \rightarrow \mathcal{A}$. Then $G \dashv S F S^{-1}$ and $S^{-1} G S \dashv F$.

Proof. The first claimed adjunction of the functors is proved by the equation

$$
\begin{aligned}
& \operatorname{Hom}\left(X, S F S^{-1}(Y)\right)=\operatorname{Hom}\left(S^{-1}(X), F S^{-1}(Y)=\operatorname{Hom}\left(F S^{-1}(Y), X\right)^{*}\right. \\
& \quad=\operatorname{Hom}\left(S^{-1}(Y), G(X)\right)^{*}=\left(\operatorname{Hom}(G(X), Y)^{*}\right)^{*}=\operatorname{Hom}(G(X), Y)
\end{aligned}
$$

The other adjunction is proven similarly.

## A. 2 Iwasawa decomposition

It is a useful fact that matrices in $\mathrm{GL}_{2}^{+}(\mathbb{R})$ can be split in a convenient way that - in particular - allows one to see a possible involved rotation.

Definition A.2.1. We define the following matrices
$K_{\phi}=\left(\begin{array}{cc}\cos (\phi) & -\sin (\phi) \\ \sin (\phi) & \cos (\phi)\end{array}\right)$,
$A_{a}=\left(\begin{array}{cc}a & 0 \\ 0 & \frac{1}{a}\end{array}\right)$ and
$N_{x}=\left(\begin{array}{ll}1 & x \\ 0 & 1\end{array}\right)$
for $\phi \in[0,2 \pi), x \in \mathbb{R}$ and $a \in \mathbb{R}_{>0}$.
From [36] we obtain the following lemma.
Lemma A.2.2. For every $T \in \mathrm{GL}_{2}^{+}(\mathbb{R})$ there are $\phi \in \mathbb{R}, k, a \in \mathbb{R}_{>0}$ and $x \in \mathbb{R}$ such that

$$
T=k K_{\phi} A_{a} N_{x} .
$$

Proof. See [36, Section 16.3].
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